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Presentation Overview
1. ASR for Clinical Assessment of Anomia

2. Post-Stroke Speech Transcription Challenge

3. ASR Analysis Tool: PhonoLogic Viewer
• Download: https://psst.study/phonologic/

4. Q&A and Discussion

https://psst.study/phonologic/


ASR for Clinical Assessment

Who? people with aphasia

What? anomia

How? picture naming tests 
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Typical vs. Impaired Word Production
Dell’s Model (Dell, 1986)
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Anomia Assessment: Error Types and Analysis

Paraphasia Type
Features

Example
Lexical Semantic Phonological

Semantic + + - "dog" for "cat"

Formal + - + "cot" for "cat"

Mixed + + + "rat" for "cat"

Unrelated + - - "mug" for "cat"

Neologism - n/a + "tat" for "cat"

Abstruse Neologism - n/a - "vop" for "cat"
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Anomia Assessment: 
The Value of Automation

Algorithmic Classification of Paraphasias
aka “ParAlg” (Fergadiotis et al., 2016)
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The Broader Vision:
Fully Automated Anomia Assessment

💬
Transcription

Assessment

kæk.təs

Response

Stimulus

tɑk.təs

P.R.
Neologism

Target
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ASR: Commercial vs. Clinical

“bindow”

Commercial ASR: 
/window/

Clinical ASR: 
[bɪndoʊ]



Post-Stroke Speech Transcription 
(PSST) Challenge 

(Gale et al., 2022)
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The PSST Challenge 

We provided
• A new dataset

• Audio from English AphasiaBank
(MacWhinney et al. 2011)

• New phonemic transcripts

• A baseline phonemic ASR model
• 26.4% phoneme error rate (PER)
• 12.1% feature error rate (FER)

Challengers brought
• Clever new ideas

• Several approaches to data 
augmentation

• An improvement on our baseline!
• 20.0% phoneme error rate (PER)
• 9.9% feature error rate (FER)

Gale et al. (2022) – https://aclanthology.org/2022.rapid-1.6/

https://aclanthology.org/2022.rapid-1.6/
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PSST Speech Recognition Results

46

Data (hours of audio) ASR
Model Arch Pretrain PSST TIMIT AphasiaBank Other FER PER

Y1 LARGE 60,000 2.8 33.3U 9.9% 20.0%
Y2 LARGE 60,000 2.8 3.9 10.3% 21.1%
Y3 LARGE 60,000 2.8 44.0W 10.4% 21.5%
Y4 LARGE 60,000 2.8 3.9L 10.6% 22.2%
Y5 LARGE 60,000 2.8 10.9% 22.3%
MO1 LARGE 960 2.8 1.1 r 11.3% 25.5%
MO2 LARGE 960 5.6 p 11.4% 25.1%
MO3 BASE 960 2.8 1.1 r 11.7% 26.3%
MO4 LARGE 960 5.6 t 11.7% 25.4%
MO5 LARGE 960 5.6 p 1.1 r 11.9% 26.0%
MO6 LARGE 960 2.8 12.0% 25.9%
MO7 BASE 960 5.6 n 12.0% 26.1%
PSST–A BASE 960 2.8 12.1% 26.4%
Y6 LARGE 60,000 2.8 100L 12.5% 26.0%
Y7 LARGE 60,000 2.8 960L 16.7% 38.0%

L Librispeech, pseudo-labeled with G2P p with pitch-shifted variants r RIR reverb applied
U iteratively pseudo-labeled (unweighted) t with time-shifted variants
W iteratively pseudo-labeled (weighted) n with Gaussian noise augmentation

Table 2: ASR results for Test set. Results are show in terms of feature error rate (FER), phoneme error rate (PER).
Values in gray did not improve on PSST–A.

in many ways: speaker demographics, recording con-
ditions, and factors concerning the clinical context of
PSST. In contrast to these “bottom-up” characteristics,
the authors also describe a “top-down” effect, pointing
out how a model like wav2vec2.0 tends to develop an
implicit language model (LM) As more out-of-domain
data is added, this implicit LM is biased toward out-of-
domain transcripts. They support this hypothesis with
a principal component analysis, illustrating how the
model’s contextualized representations visibly shift as
more out-of-domain data is added to the training data,
more so than the in-domain data from AphasiaBank.

These findings are compelling, though we’d like to
emphasize how a segment of speech can be tran-
scribed phonemically in many different ways and still
be correct, depending on its context. By ASR stan-
dards, TIMIT was transcribed using narrow conven-
tions—extremely narrow in the case of stop consonants
(e.g. /b/), which are subdivided as closures (e.g. BCL)
and releases (e.g. B) occurring in isolation or as a se-
quence (e.g. BCL B). In ASR systems, these closures
are conventionally relabeled as as silence. (Lopes and
Perdigao, 2011a) As a result, the word “maybe" is alter-
nately realized with the stop (when M EY BCL B IY
becomes /m

>
eI bi/) or without (when M EY BCL IY

becomes /m
>
eI i/). In PSST conventions, however, both

of these pronunciations are /m
>
eIbi/. Considering how

open-ended transcription can be, we note how Yuan
et al. used different techniques to generate pseudo-
labels: G2P for Librispeech versus iterative pseudo-
labeling for AphasiaBank. The G2P model was trained
on a word-to-pronunciation dictionary, and the tran-

scripts are a function of orthography, uninfluenced by
the recordings. On the other hand, the AphasiaBank
labels were generated by a model trained on the PSST
labels themselves, and the transcripts are a function of
the audio recordings. Unlike their AphasiaBank model,
their G2P model has never been exposed to contextu-
ally important phenomena like the mispronunciations,
neologisms, inter- and intra-word variation, etc. found
in the PSST transcripts. So while the LibriSpeech data
is out-of-domain, perhaps its pseudo-labels are better
characterized out-of-range, with the important distinc-
tion that the latter could have a remedy. We could learn
more if the LibriSpeech experiments were repeated us-
ing the iterative pseudo-labeling methods.

5 Task B: Correctness
In Task B, we asked participants to perform a sim-
ple example of a downstream task, namely, determin-
ing whether a recording contained a target word pro-
nounced correctly. Since the BNT-SF and VNT are
confrontation naming tests, they are intended to elicit
specific nouns and verbs (respectively) in response.
For the challenge, we used the same audio samples
as Task A, with true/false labels provided by our an-
notators (see §3). We also provided a set of accept-
able phoneme sequences for each stimulus, including
all variations in conjugation, dialect, etc. that we found
during data preparation. This allowed us to focus on
the question of how to identify and preserve sufficient
acoustic-phonetic information from a speech signal to
improve on a downstream classification task. Like Task
A, we provided scripts for the classification metrics for

Yuan et al. (2022) à

Moëll/O’Regan. à
et al. (2022)      .

Our baseline à
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Evaluating an ASR

Word error rate (WER)

Orthographic ASR:     #"#$% &$$#$'# ()$*&("#$%'

Human: a house
🏠ASR: a horse

✅ ❌
1
2 = 50%𝑊𝐸𝑅

Human: t ɑ k t ə s

ASR: d ɑ k t ə s

❌ ✅ ✅ ✅ ✅ ✅
1
6 = 17% 𝑃𝐸𝑅

Phoneme Error Rate (PER)

Phonemic ASR:    
# 78#9&:& &$$#$'
# ()$*&( 78#9&:&'

Further intuition:  /tɑktəs/ à /dɑktəs / should score better than /tɑktəs/ à /oɑktəs/
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P p + � � � � � � � � � + � � � 0 0 0 � � 0 0 0 0 0

B b + � � � � � � � + � + � � � 0 0 0 � � 0 0 0 0 0

T t + � � � � � � � � � � � � + + � � � � 0 0 0 0 0

D d + � � � � � � � + � � � � + + � � � � 0 0 0 0 0

K k + � � � � � � � � � � � � � 0 0 0 � + + � 0 0 0

G g + � � � � � � � + � � � � � 0 0 0 � + + � 0 0 0

CH
>

tS + + � � � � � � � � � � � + � + + � � 0 0 0 0 0

JH
>

dZ + + � � � � � � + � � � � + � + + � � 0 0 0 0 0

F f + + + � � � � � � � + � + � 0 0 0 � � 0 0 0 0 0

V v + + + � � � � � + � + � + � 0 0 0 � � 0 0 0 0 0

TH T + + + � � � � � � � � � � + + + � � � 0 0 0 0 0

DH D + + + � � � � � + � � � � + + + � � � 0 0 0 0 0

S s + + + � � � � � � � � � � + + � + � � 0 0 0 0 0

Z z + + + � � � � � + � � � � + + � + � � 0 0 0 0 0

SH S + + + � � � � � � � � � � + � + + � � 0 0 0 0 0

ZH Z + + + � � � � � + � � � � + � + + � � 0 0 0 0 0

HH h � + + � � � � � � + � � � � 0 0 0 � � 0 0 0 0 0

M m + 0 � + � � � + + � + � � � 0 0 0 � � 0 0 0 0 0

N n + 0 � + � � � + + � � � � + + � � � � 0 0 0 0 0

NG N + 0 � + � � � + + � � � � � 0 0 0 � + + � 0 0 0

L l + 0 + + + � � � + � � � � + + � � + � 0 0 0 0 0

DX R + 0 + + + � + � + � � � � + + � � � � 0 0 0 0 0

Y j � 0 + + + � � � + � � � � � 0 0 0 � + + � + � +

W w � 0 + + + � � � + � + + � � 0 0 0 � + + � � + +

R r � 0 + + + � � � + � � � � + � + � � � 0 0 0 0 0

ER Ç, Ä � 0 + + + + � � + � � � � + � + � � � 0 0 0 0 0

IY i � 0 + + + + � � + � � � � � 0 0 0 � + + � + � +

IH I � 0 + + + + � � + � � � � � 0 0 0 � + + � + � �

UW u � 0 + + + + � � + � + + � � 0 0 0 � + + � � + +

UH U � 0 + + + + � � + � + + � � 0 0 0 � + + � � + �

EH E � 0 + + + + � � + � � � � � 0 0 0 � + � � + � �

EY >
eI � 0 + + + + � � + � � � � � 0 0 0 � + �+ � + � +�

AH 2, @ � 0 + + + + � � + � � � � � 0 0 0 � + � � � + �

AO O � 0 + + + + � � + � + + � � 0 0 0 � + � � � + �

OW >
oU � 0 + + + + � � + � + + � � 0 0 0 � + �+ � � + +�

OY >
OI � 0 + + + + � � + � + +� � � 0 0 0 � + �+ � �+ +� �

AE æ � 0 + + + + � � + � � � � � 0 0 0 � + � + + � 0

AW >
aU � 0 + + + + � � + � � �+ � � 0 0 0 � + �+ +� � �+ 0

AY >
aI � 0 + + + + � � + � � � � � 0 0 0 � + �+ +� �+ � 0

AA A � 0 + + + + � � + � � � � � 0 0 0 � + � + � + 0

Table 6: The 40 phonemes in this ASR system in ARPAbet and IPA, and their associated phonological fea-
tures. Features align with Hayes (2009), with the exception of diphthong handling, which are treated as individual
phonemes here (using special symbols �+and +�to describe their movement).

Phonological Features

p  =

b  =

t   =

d  =

k  =

ɡ =

<stop>

<stop>

<stop>

<stop>

<stop>

<stop>

<bilabial>

<bilabial>

<alveolar>

<alveolar>

<velar>

<velar>

<voiceless>

<voiced>

<voiceless>

<voiced>

<voiceless>

<voiced>

<voiceless>

<voiced>

<voiceless>

<voiced>

<voiceless>

…

<affricate>

<affricate>

<fricative>

<fricative>

<fricative>

…

t͡ ʃ =

d͡ʒ =

<bilabial>

<bilabial>

<labiodental>

<labiodental>

<dental>

…

f  =

v  =

θ =

…



17

Distance between two phonemes
• Feature system: a table of distinctive features

• Modified version of Hayes (2009)
• 24 features x 40 phonemes

• Consider each phoneme as a set of features
• Error cost as a vector distance:

=

+cons
+delrel
+cont
+ant
−dist
…

−voi

−

+cons
+delrel
+cont
−ant
+dist
…

−voi

= −

0
0
0
1
1
…
0

= 2 features apartCost( 𝑠, ʃ ) = s ʃ
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Special considerations
(don’t worry too much about these)
• Values can be:

• Present [+]
• Absent [–] or
• Not relevant [0]

• Diphthongs
• Calculate as one phoneme or two?
• Workaround, new values:

• Absent-to-present [–+]
• Present-to-absent [+–]

52

ARPAbet IPA Example Word Special diphthong features
EY />eI/ "bay" [-+high, +-tense]
OW / >

oU/ "beau" [-+high, +-tense]
OY />OI/ "boy" [-+high, -+front, +-back, +-round]
AW / >

aU/ "bough" [-+high, +-low, -+back, -+round]
AY />aI/ "buy" [-+high, +-low, -+front]

Table 4: Diphthongs and their unique features used during computation of feature error rate (FER)

Cost Feature Changes

1 [–feature] $ [+feature]

0.75 [–feature] $ [+–feature]
[–+feature] $ [+feature]

0.5
[–feature] $ [0feature]

[–+feature] $ [+–feature]
[0feature] $ [+feature]

0.25

[–feature] $ [–+feature]
[–+feature] $ [0feature]

[0feature] $ [+–feature]
[+–feature] $ [+feature]

0

[–feature] $ [–feature]
[–+feature] $ [–+feature]

[0feature] $ [0feature]
[+–feature] $ [+–feature]
[+feature] $ [+feature]

Table 5: Costs associated with each feature difference
during computation of feature error rate (FER)

front vowels. In the feature system proposed by (Hayes,
2009), high front vowels are a natural class primarily
described as [+syllabic, +high, +front]. In fact, the
two phonemes share all the same features, save for one
distinction: the /i/ in bead is [+tense], while the /I/

in “bid” is said to be lax, or [�tense], distinguished by
only that feature. Some phonemes do not specify a cer-
tain feature, for example, the tense/lax distinction only
applies to vowels, so /b/ and /d/ are both [0tense].

Distinctive features are thus used in phonological anal-
ysis to classify phonemes and describe their linguis-
tic behavior (e.g. allophonic variations or historical
sound changes), and they are empirically validated
for that purpose. Recently, however, phonological
features have found novel applications in computa-
tional linguistics, enhancing statistical models with in-
formation about phonemes’ features and feature dis-
tances (Mortensen et al., 2016).

For the PSST challenge, we use FER as an evaluation
metric for ASR. Previous research has used a varia-
tion of the concept as a metric for automatic phoneme
recognition (Halpern et al., 2022), but the practice is
not well established. Our motivation here is to gain
insight into what makes an ASR a better fit for our
tasks. During transcription, certain feature-adjacent

phonemes can be quite difficult to distinguish (by an
ASR or a human). Yet in some contexts, feature-
adjacent phonemes like /t/ and /d/ are functionally
interchangeable (e.g. a sound change attributable to
dialect), whereas more distant phoneme errors would
invalidate an analysis.
Compared to PER, FER is much more difficult to com-
pute and understand, and all the more difficult for those
with no background in phonology. For this reason, we
put together the pssteval-viewer tool to illustrate
how FER was computed for each utterance, which we
shared with PSST challengers in our evaluation toolkit.
An example feature analysis generated by the software
is shown in Figure 1.
To build our table of feature values, we began with the
system specified by Hayes (2009). We excluded two
features which do not contrast in our ARPAbet tran-
script (nor English, generally): [constrictedglottis] and
[trill]. Diphthongs presented a conundrum: with no
single entry for diphthongs in the feature table, the two
components would be treated as two phonemes. In
other words, if a diphthong replaced a monophthong
(or vice versa), the distance would always include an
insertion or a deletion, and the feature error would
be greater than a full phoneme. To rectify this, we
treated diphthongs as individual phonemes (as they are
in ARPAbet), adding new entries in the feature table
for />eI/, / >

oU/, />OI/, / >
aU/, and />aI/ (the vowels in "bay",

"bow/beau", "boy", "bow/bough", and "buy", respec-
tively), and new feature values to capture their move-
ment. These all emphasize the first of their two compo-
nent vowels (Ladefoged and Johnson, 2015), so when
a feature has the new value [+�feature] (present to-
ward absent) we consider it between [+feature] and
[0feature], while [�+feature] (absent toward present)
is between [0feature and [�feature]. The five diph-
thongs and their novel features are highlighted in Ta-
ble 4 All combinations of feature changes and their
costs are shown in Table 5. introduced two new sym-
bols to capture how a diphthong’s features moved be-
tween its components.

B More Details on Data Preparation
B.1 More on Data Preparation
Approximately one third of the total number of in-
cluded responses (n=3291) consisted of BNT-SF first
responses (n=1074), defined as single-word first com-
plete attempts according to the scoring guidelines of the
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Distance between two transcripts
• Similar to PanPhon (Mortensen, 2016)
• Find alignment with least error (Levenshtein, 1966) 
• Insertions & deletions: ignore undefined features

Human: l æ f ɪ n

ASR: b ɹ ɑ p ɹ ɪ ŋ

❌ ❌ ❌ ❌ ❌ ✅ ❌ = 𝟔
𝟓
= 𝟏𝟐𝟎%

Human: l æ f ɪ n

ASR: b ɹ ɑ p ɹ ɪ ŋ

22
24

4
24

2
24

3
24

23
24

✅
23
24

= 𝟓𝟖.𝟓
𝟏𝟑𝟎

= 𝟒𝟓%

Phoneme Error Rate (PER) Feature Error Rate (FER)vs.
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Feature distance sounds very promising, 
but…
• Even when you understand the principles…

• Unreasonable to estimate in your head
• Even when you’re looking at the answer…

• Difficult to explain why
• Cross-disciplinary: linguistics, computer science
• Cumbersome: dozens of features per phoneme, alignment

Don’t fret, though…
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PhonoLogic Viewer
an ASR analysis tool

Download:
https://psst.study/phonologic/
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Questions?
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