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1 I ntroduction

This third volume of th& alkBankmanuals deals ith the use of the programs that
perform automatic computation of the morphosyntactic structure of transcripts in CHAT
format. These manuals, the programs, and the TalkBank datasets can all be downloaded
freely fromhttps://talkbank.org

The first volume of th&alkBank manuatlescribes the CHAT transcription format.

The second volume describes the use of the CLAN data analysis programs. This third
manual describes the use of the MOR, POST, POSRVEM, and MEGRASP
programs to add a %mor and %gra line to CHAT transcripts. The %mor line provides a
complete parbf-speech tagging for every word indicated on the main line of the
transcript. The %gra line provides a further analysis of the gramindgépandencies
between items in the %mor line. These programs for morphosyntactic analysis are all
built into CLAN.

Users who do not wish to create or process information on the %mor and %gra lines
will not need to read thisurrentmanual. However, searchers and clinicians interested
in these features will need to know the basics of the use of these programs, as described
in the next chapter. The additional sections of this manual are directed to researchers
who wish to extend or improve the covesagf MOR and GRASP grammars or who
wish to build such grammars for languages that are not yet covered.
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2 Morphosyntactic Coding

Linguists and psycholinguists rely on the analysimofphosyntaxo illuminatecore
issues in learning and development. Gatieist theories have emphasized issues such
as: the role of triggers in the early setting of a parameter for subject on(idyi@ms &
Wexler, 1993) evidence for advanced early syntactic competefWexler, 1998)
evidence for early absence functional categories that attach to the IP(Redierd,
1990) the role of optional infinitives in normal and disordered acquisititioe, 1997)
and the childodos ability to proces(@rainsynt ax
1991) Generativists have sometimes been criticized for paying inadequate attention to

the empirical patterns of distributonn c¢chi |l drenés producti ons.

researcherm this tradition such as Stromswold994) van Kamper{1998) and Meisel
(1986) demonstrates the important role that transcript data can play in evaluating
alternative generative accounts.

Learning theorists have placed an even greater emphasis on the use of trdnscripts
understanding morphosyntactic development. Neural network models have shown how
cue validities can determine the sequence of acquisition for both morphological
(MacWhinney & Leinbach, 1991; MacWhinney, Leinbach, Taraban, & McDonald, 1989;
Plunkett & Marchman, 1991and swytactic (Elman, 1993; Mintz, Newport, & Bever,
2002; Siskind, 1999pevelopment. This work derives further support from a broad
movement within linguistics toward adus on datariven models(Bybee & Hopper,

2001) for understanding language learning and structure. These accounts formulate
accounts that view constructiongTomasello, 2003) and itembased patterns
(MacWhinney, 1975as the loci for statistical learning

The study of morphosyntax also plays an important role in the study and treatment of
language disorders, such as aphasia, specific language impairment, stuttering, and
dementia. For this work, both researchers and clinicians can benefit from methods for
achieving accurate automatic analysis of correct and incorrect uses of morphosyntactic
devices. To address theseeeds the TalkBank systemuses the MOR command to
automatically generate candidate morphological analyses on the %mor tier, the POST
commandto disambiguate these analyses, and the MEGRASP command to compute
grammatical dependencies on the %gra tier

2.1 Oneto-one correspondence

MOR creates a %mor tier with a eteone corespondence between words on the
main line and words on the %mor tier. lorder to achieve this orte-one
correspondence, the following rules are observed:

1. Each word group (see below) on the %mor line is surrounded by spaces or an initial
tab to correspond to the corresponding sqidienited word group on the main line.
The correspondence matches each %omor o phological word}o a main line
word in a leftto-right linear order in the utterance.

2. Utterance delimiters are preserved on the %mor line to facilitate readability and
analysis. These delimiters should be thme as the ones used on the main line.

3. Along with utterance delimiters, the satellite markery @fr the vocativeand Afor
tag questions or dislocations are also included on the %mor line in--one

W
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alignment format.

4. Retracings and repetitions aexcluded from this onto-one mapping, as are
nonwords such as xxx or strings beginning with & When word repetitions are
marked in the form word [x 3], the material in parentheses is stripped off and the
word is considered as a single form.

5. When a replacing form is indicated on the main line with the form [: text], the
material on the %mor line corresponds to the replacing material in the square
brackets, not the material that is being replaced. For example, if the main line has
gonna [: goirg to], the %mor line will codgoing to.

6. The [*] symbol that is used on the main line to indicate erroroiduplicated on
the %mor line

2.2 Tag Groups and Word Groups

On the %mor line, alternative taggings of a given word are clustered togethgr in
groups These groups include the alternative taggings of a word that are produced by the
MOR program. Alternatives are separated by the * character. Here is an example of a tag
group for one of the most ambiguous words in English:

adv|back”adj|back”n|back”v|back

After you run the POST program on your files, all of these alternatives will be
disambiguated and each word will have only one alternative. You can also use the hand
disambiguation method built into the CLAN editor to difaguiate each tag group case
by case.

The next level of organization for the MOR line is the word group. Word groups are
combinations marked by the preclitic delimiter $, the postclitic delimiter ~ or the
compound delimiter +. For example, the Spanishdddmelocan be represented as

vimpsh|da - 2S&IMP~pro:clit|1S~pro:clitf OBJ&MASC=give

This word group is a series of three words (verb~postclitic~postclitic) combined by the ~

marker. Clitics may be either preclitics or postclitics. Separable prefixes tyjpiéound

in German or Hungarian and other discontinuous morphemes can be represented as word

groups using the preclitic delimiter $, as in this example@sgegange¢ igone 0 ) :
preplaus $PART#v|geh&PAST:PART=go

Note the difference between the codinggohe precl i ti ¢ Aauso and
example. Compounds are also represented as combinations, aBisinanalysis of
angel+fish.

n|+njangel+n | fish
Hereg the first characters (njepresent the part of speech of the whole compound and the
subseqant tagsafter each plus sigmre for the parts of speech of the componehtbe

compound. Proper nouns are not treated as compounds. Therefore, they take forms with
underlines instead of pluses, such as Luke _Skywalker or New_York_City.

2.3 Words

Beneaththe level of the word group is the level of the word. The structure of each
individual word is:

t

h
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prefix#

part - of - speech|

stem

&fusionalsuffix

- suffix

=english (optional, underscore joins words)

There can be any number of prefixes, fusional suffixes, affitess, but there should
be only one stem. Prefixes and suffixes should be given in the order in which they occur
in the word. Since fusional suffixes are fused parts of the stem, their order is
indeterminate. The English translation of the stem is m@raof the morphology, but is
included for convenience for narative speakers. If the English translation requires two
words, these words should be pid by an underfd oovrea sas fiom
défleurir.

Now let us look in greater detail #he nature of each of these types of coding.
Througlout this discussion, bear in mind that all coding is done on a-lsewdord basis
where words are considered to be strings separated by spaces

2.4 Part of Speech Codes

The morphological codes on the %miore begin with a parbf-speech code. The
basic scheme for the past-speech code is:
category:subcategory:subcategory

Additional fields can be added, using the colon character as the field separator. The
subcategory fields contain information about sgtit features of the word that are not

fFlr @

mar ked overtly. For exampl e, you may wish t

intransitive verb even though there is no single morpheme that signals intransitivity. You
can do this by using the past-speeb codev:intrans, rather than by inserting a separate
morpheme.

In order to avoid redundancy, information that is marked by a prefix or suffix is not
incorporated into the padf-speech code, as this information will be found to the right of
the| delimiter. These codes can be given in either uppercase Ad3Jinor lowercase, as
in adj. In general, CHAT codes are not casmsitive.

The particular codes given below are the ones that MOR uses for automatic smorpho
logical tagging of English. Individuakésearchers will need to define a system of-part
speech codes that correctly reflects their own research interests and theoretical commit
ments. Languages that are typologically quite different from English may have to use
very different parf-speech ategories. Quirk, Greenbaum, Leech, and Svafi4i85)
explain some of the intricacies of paftspeech coding. Their analysis should be taken
as defintive for all partof-speech coding for English. However, for many purposes, a
more coars@rained coding can be used.

The following set of togevel pat-of-speech codes is the one used by the MOR pro
gram. Additional refinements to this system can be found by studying the organization of
the lexicon files for that program For example, in MOR, numbers are coded as types of
determiners, because thistigeir typicalu s a g e . fatke wordodied as
noun, verb, preposition, or adjectiveurther distinctions can be found by looking at the
MOR lexicon.

Major Parts of Speech

ei
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Category Code
Adjective ADJ
Adverb ADV
Communicator CO
Conjunction CONJ
Determiner DET
Filler FIL
Infinitive markerto INF
Noun N
Proper Noun N:PROP
Number DET:NUM
Particle PTL
Preposition PREP
Pronoun PRO
Quantifier QN
Verb \Y
Auxiliary verb, including modals V:AUX
WH words WH
2.5 Stems
Every word on the %mor tier mu st i nclude

morpheme analysis. The stem is found on the right hand side [odelimiter, following

any preclitics or prefixes. If the transcript is in English, this can be simply the caadonic
form of the word. For nouns, this is the singular. For verbs, it is the infinitive. If the
transcript is in another language, it can be the English translation. A single form should
be selected for each stem. Thus, the English indefinite article isl @sdetja with the

|l emma Aao whet her or not the actual form of

When English is not the main language of the transcript, the transcriber must decide
whether to use English stems. Using English stems has the advantage thiedstthe
corpus more available to Engliskading researchers. To show how this is done, take the
Geman phrase fAwir esseno:
*FRI: wir essen.
%mor:  pro|wir=we v|ess - INF=eat .
Some projects may have reasons to avoid using English stems, even asdmanslati
I n this exampl e, filessNB. ©they prajectsi rhag wish éo useiomhyp | y
English stems and no targleahguage stems. Sometimes there are multiple possible trans
l ations into English. For examplfes heGedr marn
At hey. o Choosi ng farthe stamuelpsfix tRenGgrmanddnm. me ani ng

2.6 Affixes
Affixes and clitics are coded in the position in which they occur with relation to the

fi
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stem. The morphological status of the affix should be identifjethé followingmarkers
or delimiters:- for a suffix,# for a prefix, and& for fusional or infixed morphology.
The & is used to mark affixes that are not realized in a clearly isolable phonological

shape. For exampl e, t h e wh ioto aparficoreespondirggaon n ot b ¢
the stem fimand and a part corresponding to
that the vowel Afeodo mar ks the plnman&PL. For th
The past forms of irregular verbs may undergo sinaldy | a u t processes, as

which is coegdv|come&PAST, or they may undergo no phonological change at all, as in
Ahito, w h iv|bitRPASTs Seonetimesdthere may be several codes indicated
withthe& af ter t he stem. For s ededvib@&PAST&13she f or m
Affix and clitic codes are based either on Latin forms for grammatical function or English

words corresponding to particular closgdss items. MOR uses the following set of affix

codes for automatic morphological tagging of Erglis

Inflectional Affixes for English

Function Code
adjective suffixer, r CP
adjective suffixest st SP
noun suffixie DIM
noun suffixs, es PL
noun suffix's, ' POSS
verb suffixs, es 3S
verb suffixed d PAST
verb suffixing PRESP
verb suffixen PASTP

Derivational Affixes for English

Function Code
adjective and verb prefpin UN
adverbializety LY
nominalizerer ER
noun prefixex EX
verb prefixdis DIS
verb prefixmis MIS
verb prefixout ouT
verb prefixover OVER
verb prefixpre PRE
verb prefixpro PRO
verb prefixre RE

2.7 Clitics
Clitics are marked by a tilde, as\parl&IMP:2S=speak~pro|DAT:MASC:SG for Italian
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Apar | agrdittvipe&3afnodr Engl i sh Ait's. 0 Nuihttee|] t hat pa
symbol is repeated for clitics after the tilde. Both clitics and contracted elements are

coded with the tilde. The use of the tilde for contracted elements extends to forms like
Asul 0 in 1Ttalian, Ai nso in Ger maons areo r Ar aj
merged with articles or pronouns.

Clitic Codes for English

Clitic Code
noun phrase postitic 'd v:aux|/would, vlhave&PAST
noun phrase poslitic 'll v.aux|will
noun phrase positic 'm v|be&1S, v:aux|be&lS
noun phrase poslitic 're v|be&PRES, v:aux|be&PRES
noun phrase posgtlitic 's v|be&3S, v.aux|be&3S
verbal postlitic n't neglnot

2.8 Compounds

Here are some words that we might want to treat as composngst+shirt
tennis+court  bathing+suit  high+schoo]  play+ground  choo+choo-+train
rock+'nétroll, and sit+in. There are also many idiomatic phrases that could be best
analyzed as linkages. Here are some exampet of all_of a suddenat last
for_sure kind_of of _courseonce_and_for_allonce _upon_a_timeo_far, andlots_of
On the %mor tier it is necessary to assign a-paspeech label to each segment of
the compound. For example, the wadckboardor black+board is coded on the %mor
tier asn|+adj|black+n|board. Although the part of speech of the compound as a whole is
usually given by the paudf-speech of the final segment, forms suchrake+believe
which is coded as adj|+v|make+v|believe show that this is not always true.
In order to preerve the onéo-onecorrespondece between words on the main line
and words on the %mor tier, words that are not marked as compounds on the main line
should not be coded as compounds on the %mo
hereo are used as oalmrdotbe fwarim,t etnh ears thilteoynes Ir
tier. On the %mor tier this will be coded gsome_here It makes no sense to code this
as v|come+adv|here because that analysis would contradict the claim that this pair
functions as a single unit. It is sommeés difficult to assign a padf-speech code to a
morpheme. In the usual case, the {pdwspeech code should be chosen from the same set
of codes used to label single words of thegylaage. For example, sometbése idiomatic
phrases can be coded as pannds on the %mor line.

Phrases Coded as Linkages

Phrase Phrase
gnja lot of advlall of a sudden
colfor sure adv:int|kind of
adv|once and for all adv|once upon_a time
adv|so far gnllots of.
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2.9 Punctuation Marks

MOR can be configured to recognizsertain punctuation marks as whole word
characters. In particular, the file punct.cut contains these entries:

A {[scat end]} "end"

y {[scat beg]} "beg"

, {[scat cm]} "cm"

A {[scat bq]} "bq"

0 {[scat eq]} "eq"

0 {[scat bql]} fAbg2d

0 {[scat eql]} feq20d
When the punctuation marks on the left occur in text, they are treated as separate lexical
items and are mapped to forms such as beg]| Db
used to mark postposed forms such a&s tags
mar ker is used to mark preposed forms such
mar ks the beginning of a quote and the feqbo

characters are important for correctly structuring the dependency relations for the
GRASP program.

2.10Sample Morphological Tagging for English

The following table describes and illustrates a more detailed set of word class
codings for English. The %mor tier examples correspond to the labellings MOR produces
for the words in question. It isopsible to augment or simplify this set, either by creating
additional word categories, or by adding additional fields to theqdapeech label, as
discussed prgously. The entries in this table and elsewhere in this manual can always

be doublechecle d

against

t he

current

to bring up interactive MOR and then entering the word to be analyzed.

Word Classes for English

Class

Examples

Coding of Examples

adjective

big

adj[big

adjective, comparative

bigger,better

adj|bigCP, adj|good&CP

adjective, superlative

biggest, best

adj|bigSP, adjlgood&SP

adverb

well

adv|well

adverb, ending in ly

quickly

adv:adjquickLY

adverb, intensifying

very, rather

adv:int|very, adv:int|rather

adverb, posgualifying

enough, indeed

adv|enough, adv|indeed

adverb, locative here, then adv:loclhere, adyemthen
communicator aha colaha

conjunction, coord. and, or conj.cooland, conj.cqor
conjunction, subord. if, although conj:sublif, conj:sufalthough
determinersingular a, the, this det|a, det|this

determiner, plural these, those det|these, det|those
determiner, possessive |my, your, her det:poss|my

infinitive marker to inflto

ver sion
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noun, common cat, coffee n|cat, n|coffee

noun, plural cats n|jcatPL
noun,possessive cat's n|jcat~poss|s

noun, plural possessive |cats' njcatPL~poss|s
noun, proper Mary n:prop|Mary

noun, proper, plural Mary-s n:prop|MaryPL

noun, proper, possessive |Mary's n:prop|Mary~poss|s
noun, proper, pl. poss. |Marys' n:prop|MaryPL~poss|s
noun, adverbial home, west nlhome, adv:lothome
number, cardinal two detnum|two

number, ordinal second adj|second
postquantifier all, both postlall, post|both
preposition in preplin adv:loclin

pronoun, personal

I, me, we, ushe

proll, projme, prolwe, projus

pronoun, reflexive

myself, ourselves

pro:reflimyself

pronoun, possessive

mine, yours, his

pro:poss|mine, pro:pasefhis

pronoun, demonstrative

that, this, these

pro:demjthat

pronoun, indefinite

everybody, nothing

pro:indefleverybody

pronoun, indef.poss. everybody's pro:indefleverybody~poss|s
guantifier half, all gnlhalf, gnlall

verb, base form walk, run vlwalk, vlrun

verb, 3d singular present walks, runs viwalk-3S, v|rur3S

verb, past tense walked, ran viwalk-PAST, v|[run&PAST

verb, present participle |walking, running partjwalkPRESP partrunRPRESP
verb, past participle walked, run parfwalk-PASTR part[runSPASTP

verb, modal auxiliary

can, could, must

aux|can, aux|couldux|must

Since it is sometimes difficult to decide what part of speech a word belongs to, we
offer the following overview of the different paof-speech labels used in the standard

English grammar.

ADJectives modify nouns, either prenominally, or predicativelynitary compound
modifiers such agjood-looking should be labeled as adjectives.

ADVerbs cover a heterogenous class of words including: manner adverbs, which
generally end inly; locative adverbs, which include expressions of time and place;

intensifiers that modify adjectives; and po&ad modifiers, such asdeed and

enough.

COmmunicators are used for interactive and communicative forms which fulfill a
variety of functionsn speech and conversation. Also included in this category are
words used to express emotion, as well as imitative and onomatopeic forms, such as

ah, aw, boom, boom-boom, icky, wow, yuck, andyummy.
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CONJunctions conjoin two or more words, phrases, or seoés.Examplesinclude:
although, becauseif, unless,anduntil.

COORDinators includeand, or, andas well as These can combine clauses, phrases, or
words.

DETerminers include articles, and definite and indefinite determiners. Possessive deter
miners such asy andyour are taggedlet:poss.

INFinitvei s t he word Atnif@ which i s tagged
INTerjections are similar to communicators, but they typically can stand alone as
complete utterances or fragments, rather than being integrated asfghesautterances.

They include forms such agow, hello, goodmorning, good-bye, please, thankyou.

Nouns are tagged witln for common nouns, and.prop for proper nouns (names of
pele, places, fictional characters, bram@ime products).

NEGativeist he wor d Ataggadeeg/nethi ch i s

NUMbers are labellechum for cardinal numbers. The ordinal numbers are adjectives.
Onomatopoeiaare words that imitate the sounds of nature, animals, and other noises.
Particles are words that are often alprepositions, but are serving as verbal particles.

PREPositions are the heads qirepositional phraseWhen a preposition is not a part of
a phrase, it should be coded as a patrticle or an adverb.

PROnNouns include a variety of structures, such as reflegj possessives, personal
pronouns, deictic pronouns, etc.

QUANT ifiers includeeach, every, all, somend similar items.

Verbs can be either main verbs, copulas, or auxililaries.
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3

Runni ng ofghG@hnaPi n

It is possible to construct a complete automatarphosyntacgtianalysis of a series

of CHAT transcripts through a single command in CLAdhce you have the needed
programs in the correct configuration This command runs the MOR, POST,
POSTMORTEM, and MGRASP commands in an automatic sequescehain To do
this, you follow these steps:

1.
2.

3.

Place all the files you wish to analyze into a single folder.

Start the CLAN program (see the Part 2 of the manual for instructions on installing
CLAN).

| n CL @ommandswindow, click on the buttom labelled/orking to set your
working directory to the folder that has the files to be analyzed.

Under the File menu at theg of the screen, seleGet MOR Grammar and select
the language you want to analyze. To d,tlyou must be connected to the
Internet. If you have already done this once, you do not need to do it aggin.
default, the MOR grammar you have chosen will download to your desktop.

If you choose to movgour MOR grammato another location, you witieed to use
the Mor Lib button in the Commands window to tell CLAN about where to locate
it.

To analyze all the files igour Working directoryfolder, enter this command in the
Comands window: mor *.cha

. CLAN will then run these programs in sequence: MGRST, POSMORTEM, and

MEGRASRP These programsill add %omor and %gra lines to your files.

If this command ends with a message saying that some words were not recognized,
you will probablywantto fix them. If you do not, some of the entries on the %omor
line will be incomplete and the relations on the %gra line will be less acclirate.
you have doubts about the spellings of certain words, you can look in the
Oallwords.cdc file this is included in the /lex folder for each language. The words
there are lisd in alphabetical order.

To correct errors, you can run this command: mor +xb *.chaidelines for fixing

errors are given in chapter 4 below.
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4 Mor phol ogical Analysis
4.1 The Design of MOR

The computational design MORwas gui ded by RoO)JMORRH Hausser

system and was implemented by Mitzi Mori®&nce 2000, Leonid Spektor has extended
MOR in many ways. Christophe Paridaalt POST and POSTTRAINParisse & Le
Normand, 2000)Kenji Sagae builMEGRASP as a part of his dissertation work for the
Language Technologies Institute at Carnegie Mellon UnivefSigae, MacWhinney, &
Lavie, 2004a, 2004b)Leonid Spektor then integrated the program into CLAN

The system has been designed to maximize portability across languages,

extendability of the lexicon and grammar, and compatibility withGh&N programs.
The basic engine of the parser is language independemuagespecific information is

stored in sparate data files that can be modified by the user. The lexical entries are also
kept in ASCII files and there are several techniques for improving the match of the

lexicon to a cqous.To maximize the complete analysis of regular formatiamy stems

are stored in the lexicon and inflected forms appropriate for each stem are compiled at

run time.

4.2 Example Analyses

To give an example of the results of a MOR analysis for English, consider this sentence

from evel5. cha in Roger Brownédés corpus
*CHI: oops | spilled it .
%mor:  co|oop s pro :subj |[lv|spill - PAST pro :per |it

Her e, the main | ine gives the chil dos

for E

pr od:t

speech for each word, along with the morphological analysis of affixes, such as the past
tense m& (-PAST) on the verb. The %mor lines in these files were not created by hand.

To produce them, we ran the MO#dmmand using the MOR grammar for English,
which can be downloadedsing theGet MOR Grammar function described in the
previous chapterThe @mmand for running MOBy itself without running the rest of
the chains: mor+d *.cha. After running MOR, the file looks like this:

*CHI: oops | spilledit.

%mor: coloop s pro :subj |l part|spill - PASTP|spill - PAST pro :per |it.

In the%mor tierwor ds are | abeled by their syntactic
pipe separator |, followetthenby thestem and affixesfNot i ce t hat t he word
initially ambiguous between the past tense and participle readihgstwo ambiguities

areseparated by the ” charactefo resolve such ambiguities, we run a program called

POST. The command is just AposWwmorlineawhla o Aft e

only havev|spil-PAST.
Using this disambiguated form, we can then runNHEGRASP progam to create
the representation given the %grdine below:
*CHI: oops | spilledit.
%mor: coloop s pro :subj [l v|spill - PAST pro :per |it.
Ygra : 1|3|COM 2|3|SUBJ 3|0|ROOT 4|3|0BJ 5|3|PUNCT
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Inthe%gral i ne, we see that the second word Al o i
the grammati cal relation (GR) of Subject.
through the grammatical relation of Objecthe verb is the Root and it is relatedthe

Aleft wall oo or item O.

4.3 Exclusions in MOR

Because MOR focuses on the analysis of the target utterance, it eahaiéety of non
words, retraces, and special symbols. Specifically, MOR excludes:

1. Items that start with &

2. Pauses such as (.)

3. Unknown forns marked as xxx, yyy, or www

4. Data associated with these codes: [/, [/, [//], and [//]].

4.4 Unique Options

+d do not run POST command automatically. POST will run automatically after
MOR, unless this switch is used or unless the folder name inchh@esvord
Atr.aino

+eS Show the result of the operation of the arules on either a stem S or stems in file
@S. This output will go into a file called debug.cdc in your library directory- An
ot her way of achieving thiaciisveé oMORe t he

+p  use pinyin lexicon format for Chinese

+xi  RunMOR in the interactive test mode. You type in one word at a time to the test
prompt andMIOR provides the analysis on line. This facility makes the following
commands available in the CLAN Output window:
word - analyze this word
q quit - exit program
:c print out current set of crules
:d display application of arules.

I re -loadrules a nd lexicon files
h help - print this message
I f you type in a word, such as Adogo or

give you its components morphemes. If you change the rules or the lexicon, use I
to reload and retest. The :c and :d switchell send output to a file called de
bug.cdc in your library directory.

+xI  RunMOR in the lexicon building mode. This mode takes a series of .cha files as
input and outputs a small lexical file with the extension .ulx with entries for all
words not reognized byMOR. This helps in the building of lexicons.

+xb check lexicon mode, include word location in data files
+xa check lexicon for ambiguous entries
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+xc check lexicon mode, including capitalized words

+xd check lexicon for compound wor@snflicting with plain words
+xp check lexicon mode, including words with prosodic symbols
+xy analyze words in lex files

4.5 Categories and Components of MOR

MOR breaks upvordsinto their component parte morphemes In a relatively analytic

language likeEnglish, many words require no analysis at all. However, even in English,

a word I|ike Acoworkerso can be seen to cont
the prefix MAcoo, the stem, the agenti al suf
produce e analysis: co#n:vlworRGT-PL. This representation uses the symbols # and

T to separate the four different morphemes. Here, the prefix stands at the beginning of

the analysis, followed by the stem (n|work), and the two suffixes. In general, stems

aways have the form of a part of speech cat ec
vertical Dbar and then a statement of the ste

To understand the functioning of the MOR grammar for English, the best place to begin
is with a tour of tle files inside the ENGolder that you can download from the server.
At the top level, you will see these files:

1. ar.cuti These are the rules that generate allomorphic variants tfrerstems and
affixes in the lexical files

2. cr.cuti These are the rules that specify the possible combinations of morphemes
going from left to right iraword.

3. debug.cdd This file holds the complete trace of an analysis of a given word by
MOR. It always holds the results of the most recent amalyit is mostly useful for
people who are developing new ar.cut or cr.cut files as a way of tracing out or
debugging problems with these rules.

4. docsi This is a folder containing a file of instructions on how to train POST and a

list of tags and categies used in the English grammar.

postdbi This is a file used by POST and should be left untouched.

ex.cuti This file includes analyses that ar e
should simply be filtered out or excluded whenever they occur.

7. lex 1 This folder containamany files listing the stems and affixes of the language
We will examine it in greater detail below.

8. sf.cuti This file tells MOR how to deal with words that end with certain special
form markers such as @b for babbling.

When examining thesfiles and others, please note that the exact shapes of the files, the
word listings, and the rules will change over time. We recommend that giaecse
throughthese various fés to understand their contents

oo

The first action of the parser programtds load the ar.cut file. Next the program
reads in the files in your lexicon folder and uses the rules intanduwild the rurtime
lexicon Once the rwtime lexicon is loaded, the parser then reads in the cr.cut file.
Additionally, if the +b optionis spedied, the dr.cut file is also read in. Once the
concatenation rules have been loaded the program is ready to analyze input words. As a
user, you do not need to concern yourself about theimenlexicon. Your main concern
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is about the entries e lexicon filesFor languages that already have a MOR grammar,
therules in the ar.cut and cr.cut files are only of concern if you wish to have a set of
analyses and labelings that differs from the one given in the chapter phaspntactic
coding, orif you are trying to write a new set of grammars for some language.

4.6 MOR Part-of-Speech Categories

The final output of MOR on the %mor line uses two sets of categoriesofpart
speech (POS) names and grammatical categories. To survey tHud-g@@ech ames
for English, we canake a look at the files contained inside the /lex foldEnhesefiles
break out the possible words of English into different files for each specific part of
speech or compound structure. Because these distinctions are soninjootii@ correct
transcription of child language and the correct running of MOR, it is worthwhile to
consider the contents of each of these various files. As the following table shows, about
half of these word types involve different part of speech garditions within
compounds. This analysis of compounds into their part of speech components is intended
to further study of the childbds |l earning a
information regarding the part of speech of the whole. The name abthpound files
indicates their composition. Fexamplethe name adj+n+adj.cut indicates compounds
with a noun followed by an adjective (n+adj) whose overall functsorhat of an
adjective. This means that it is treated just as and adjective (adpebiMOR and
GRASP programs.n English, the part of speech of a compound is usually the same as
that of the last component of the compouAd.few additional part of speech (POS)
categories are introduced by the Oaffix.cut file. These inclug#:(noun clitic), v-cl
(verb clitic), part (participle), and n:gerund (gerund). Additional categories on the %mor
line are introduced from the special form marker file called sf.cut. The meanings of these
various special form markers are given in the CHAT mantahally, the punctuation
codes bqg, eq, end, beg, and cm are the POS codes used for the special character marks
given in the punct.cut file.
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File (.cut) POS Function Example

Oaffix mixed prefixes and suffixes see expanded list below
Ouk mixed termslocal to the UK fave, doofer, sixpence
adpbaby adj baby talk adjectives dipsy, yumsy

adjdup adj baby talk doubles nice+nice, pink+pink
adfir adj irregular adjectives better, furthest

adfnum adj ordinal numerals eleventh

adppred adj:pred predicative adjectives  abreast, remiss
adjrunder adj combined adjectives close_by, lovey dovey
adj adj regular adjectives tall, redundant

adj+adj+ad;j adj
adj+adj+adj(on) adj

adj+n+ad] adj
adj+v+prep+n  adj
adj+v+v adj
adwtem adv
adwvunder adv
adwvwh adv:wh
adv adv
adv+adj+adv adv
adv+adj+n adv
adv+n+prep+n adv
co-cant co
co-voc co
corhymes co
co_under co

co co
conjunder conj
conj conj
detart det, art
detnum det:num
n-abbrev n
n-baby n
n-dashed n
n-dup n

n-irr n
n-loan n
n-pluraletant n:pt

n n
n+adj+n n

n+adj+v+adj n

compounds
compounds
compounds
compounds
compounds

temporal adverbs

combined adverbs

wh term

regular adverbs
compounds
compounds
compounds
Cantonese forms
vocatives

rhymes, onomatopoeia
multiword phrases
regular communicators
combined conjunctions
conjunctions

deictic determiners
cardinals
abbreviations

babytalk forms

nouncombinations

duplicate nouns
irregular nouns

loan words

nouns with no singular

regular nouns

compounds
compounds

half+hearted, hot+crosse
super+duper, easy+peas
dog+eared, stir+crazy
pay+per+view
make+believe,
see+through
tomorrow,
anytime
how_about, as_well
where, why

ajar, fast, mostly

half+off, slant+wise
half+way, off+shore
face+to+face

wo, wai, la

honey, dear, sir

cock _a doodle_doo

by _jove, gee_whiz

blah, byebye, gah, no
even_though, in_case_th
and, although, because
this, that, the,

two, twelve

cdtv,wec

passie, wawa, booboo
cul_de_sac, seven_up
cow+cow, chick_chick
children, cacti, teeth
goyim, amigo, smuck
golashes, kinesics
scissors

dog,corner, window
big+shot, cutie+pie
merry+go+round

tonight,
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n+n+conj+n n compounds four+by+four, dot+to+dot

n+n+non n compounds guack+duck, moo+cow

n+n+n n compounds candy+bar, foot+race

n+n+novel n compounds children+bed, dog+fish

n+n+prep+det+r n compounds corn+on+the+cob

n+on+onbaby n compounds weet+wee, meow+meow

N+v+x+n n compounds jump+over+hand

n+v+n n compounds squirm+worm, snap+beac

n+prep n compounds chin+up, hide+out

on on onomatopoeia boom,choo_choo

on+on+on on compounds cluck+cluck,
knock+knock

post post postmodifiers all, too

prepuner prep combined prepositions  out_of, in_between

prep prep prepositions under, minus

pro-dem pro:dem demonstrative pronouns this, that

pro-indef pro:indef indefinite pronouns everybody, few

pro-per see file personal pronouns he, himself

pro-poss pro-poss possessive pronouns hers, mine

pro-possdet pro:poss:det possessive determiners her, my

pro-wh pro:wh interrogative pronouns  who, what

guan gn quantifier some, all, only, most

rel rel relativizers that, which

small inf, neg smallforms not, to, xxx, yyy

V-aux aux auxiliaries had, getting

v-baby % baby verbs wee, poo

v-clit % cliticized forms gonna, looka

V-cop cop copula be, become

v-dup % verb duplications eat+eat, drip+drip

v-irr v irregular verbs came, beset, slept

v-mod-aux mod:aux modal auxiliaries hafta, gotta

v-mod mod modals can, ought

% % regular verbs run, take, remember

v+adj+v v compounds deep+fry, tippy+toe

v+n+v v compounds bunny+hop, sleep+walk

v+v+conj+v % compounds hide+and+seek

Zero 0x omitted words Oknow, OconjOn, Ois

The construction of these lexicon files involves a variety of decisions. Here are some of

the most important issues to consider.

1. Words may often appear in several files. For example, virtually every noun in
English can also function as a verb. However, when this function is indicated by a
suf fix, as in fAmil kingo the noun can
morphologi@l derivation contained in a rule in the cr.cut file. In such cases, it is
not necessary to list the word as a verb. Of course, this process fails for unmarked

be
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verbs. However, it is generally not a good idea to represent all nouns as verbs,
since this énds to overgenerate ambiguity. Instead, it is possible to use the
POSTMORTEM program to detect cases where nouns are functioning as bare

verbs.
2. If a word can be analyzed morphologically, it should not be given a full listing.
For examplekesdoncanicewanal yzed by MOR in

co#n:v|workAGT, it should not be separately listed in the n.cut file. If it is, then
POST will not be able to distinguish co#n:v|wais T from n|coworker.

3. In the zero.cut file, possible omitted worde disted without the preceding 0. For
exampl e, there is an entry for HAconj o0 anc
would be represented as fi0conj o and A0t he
4, It is always best to use spaces to break up word sequences that are just
combinations of words.  For example, instead of transcribing 1964 as
Anineteen+si xt-gixtyf our @&, ©ni Meatiemen een_si xty

to transcribe simply as Ani neteen sixty
important for Chinese, where there isemdency to underutilize spaces, since
Chinese itself is written without spaces.
5. For most languages that use Roman characters, you can rely on capitalization to
force MOR to treat words as proper nouns. To understand this, take a look at the
forms in thesf.cut file at the top of the MOR directory. These various entries tell
MOR how to process forms |ike k@ for the
famous admiral. The symbwl indicates that a form is capitalized and the symbol
\l indicates that its lowercase.

4.7 MOR Grammatical Categories

In addition to the various padf-speech categories provided by the lexicon, MOR also
inserts a series of grammatical categories, based on the information about affixes in the
Oaffix.cut file, as well asnformation inserted by the-rales and aules. If the category

is regularly attached, it is preceded by a dash. If it is irregular, it uses an amerpsand. For
English, the inflectional categories are:

Abbreviation Meaning Example | Analysis

PL nominal gural cats n|jcatPL

PAST past tense pulled V[pulFPAST
PRESP present participle pulling V|pul-FPRESP
PASTP past participle broken v|breakPASTP
PRES present am cop|be&1S&PRES
1S first singular am coplbe&1S&PRES
3S third singular present IS cop|be&3S&PRES
13S first and third was cop|be&PAST&13S

In addition to these inflectional categories, English uses these derivational morphemes:

Abbreviation Meaning Example Analysis

CP comparative stronger adj|strongCP
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SP superlative strongest adj|strongSP

AGT agent runner njrun&dvAGT

DIM diminutive doggie n|dogDIM

FUL denominal hopeful adjlhope&drFULL
NESS deadjectival goodness nj|good&dadjNESS
ISH denominal childish adj|child&dnISH
ABLE deverbal likeable adj|like&dwv-ABLE
LY deadjectival happily adj|happy&dadiY
Y deverbal, denominal sticky adj|stick&dnrY

In these examples, the features dn, dv, and dadj indicate derivation of the forms from
nouns, verbs, or adjectives.

Other languages use many of these same featureswitbutmany additional ones,
particularly for highly inflecting languages. Sometimes these are lowercase and
sometimes upper. Here are some examples:

Affix Meaning Affix Meaning Affix Meaning
KONJ subjunctive | ADV adverbial m masculine
SUB subjunctive | SG singular f feminine
COND conditional | PL plural AUG augmentative
NOM nominative | IMP imperative | PROG progressive
ACC accusative | IMPF imperfective| PRET preterite

DAT dative FUT future

GEN genitive PASS passive

4.8 Compounds and Complex Forms

The lexical files includemany special compound files such as n+n+n.cut or v+n+v.cut.
Compounds are listed in the lexical files according to both their overall part of speech (X
bar) and the parts of speech of their components. However, there are seveof types
complex word combinations that should not be treated as compounds.

1. Underscored words The nunder.cut file includes 40 forms that resemble
compounds, but are best viewed as units withhrmonphemic components. For
example, kool _aid antdand_aid are ot analyticcombinations of morphemes,
although they clearly have two components. The same is true for hi_fi and
coca_cola. In general, MOR and CLAN pay little attention to the underscore
character, so it can be used as needed when a plus for compoisdiog
appropriate. The underscore mark is particularly useful for representing the
combinations of words found in proper nouns such as John_Paul_Jones,
Columbia_University, or The_Beauty and_the Beastf these words are
capitalized, they do not need te included in the MOR lexicon, since all
capitalized words are taken as proper nouns in English. However, these forms
cannot contain pluses, since compounds are not proper nouns. And please be
careful not to overuse this form.
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2. Separate words Many noun-noun combinations in English should just be
written out as separate words. An exam
rubber gasket hol dero. 't i s worth noting
single words. This means that different conventitiave to be adopted for
German in order to avoid the need for exhaustive listing of the infinite number of
German compound nouns.

3. Spelling sequences Sequences of {Uertot edrorn anes sspued |
of Aouto are transcribed with the suffix

4. Acronyms. Forms such as FBI are transcribed with underscores, as in F_B_|I.
Presence of the initial capital letter tells MOR to treaBH as a proper noun.

This same format is used for rpnoper abbreviations suchas c_d ord_v_d.

5. Products. Coming up with good forms for commercial products such as-Coca
Cola is tricky. Because of the need to ban the use of the dash on the mawe line,
have avoided the use of the dash in these nambey should not bedreated as
compounds, as in coca+cola, and compounds cannot be capitalized, so Coca+Cola
is not possible. This leaves us with the option of either coca_cola or Coca_Cola.

The optioncoca_cola seems best, since this is not a proper noun.

6. Babbling and word play. In earlier versions of CHAT and MOR, transcribers
often represent sequences of babbling or word play syllables as compounds. This
was done mostly because the plus providesice way of separating out the
separate syllables in these productioms.make it clear that these separations are
simply marked for purposes of syllabification, we now ask transcribers to use
forms such as ba”baga®"ga@wp or choo”bung”choo™bung@o &seeprthese
patterns.

The introduction of this more precise system for transcription of complex forms opens up
additional options for programs like MLU, KWAL, FREQ, and GRASP. For MLU,
compounds will be counted as single words, unless the plus sign ésl addthe
morpheme delimiter set using the +b+ option switch. For GRASP, processing of
compounds only needs to look at theerall part of speech of the compound, since the
internal composition of the compound is not relevant to the syntax. Additiofaliys

such as "faucet handle valve washer assembly" do not need to be treated as compounds,
since GRASP can learn to treat sequences of nouns as complex phrases header by the
final noun.

4.9 Errors and Replacements

Transcriptions on the main line have taweetwo, sometimes conflictingEdwards,

1992) functions. On the one hand, they need to represent the form of the speech as
actually produced. On the other hand, they rteedrovide input that can be used for
morphosyntactic analysis. When words are pronounced in their standard form, these two
functions are in alignment. However, when words are pronounced with phonological or
morphological errors, it is important to segi@ out the actual production from the
morphological target. This can be done through a sy&iemain line tagging of errors.

This system largely replaces the coding of errors on a separate %err line, although that
form is still available, if neededl'he form of the newer system is illustrated here:

*CHI: him [* case] ated [: ate] [* +ed - sup] a f(l)ower and a pun [:
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bun].

For the first error, there is no need to provide a replacement, since MOR can process

A h i mostaadard @onounHowever, gice the secondord is not a real word form,

the replacement is necessary in order to tell MOR how to process the form. The third
error is just an omission of Al o6 from the <c
of the initial consonant. Phongal errors are not coded here, since that level of

analysis is best conducted inside the Phon progRuose et al., 2005)

4.10 Affixes
Theinflectional and derivational affixes of English are listedhe Oaffix.cut file.
1. This file begins with a |ist of prefixes

nouns or verbs. Each prefix also hgseamission feature, such as [allow mis]. This
feature only comes into play when a noun or verb in n.cut or v.cut also has the
feature [pre no]. For exampl e, the verhb
order to blockopretpxddgt st @ ¥WHhech i s no
form of "test". At the same -06) mehewentvawn
for Atesto has [pre no]l][allow re]. Then,
foll owbng t ircenecks f o[allow]afeatam@ &nd hallowis nthe t h e
attachment in this case.

2. Next we see some derivational suffixes such as diminutigeor agentiali er.
Unlike the prefixes, these suffixes often change the spelling of the stem by dropping
silent e or doubling final consants. The ar.cut file controls this process, and the
[allo x] features listed there control the selection of the correct form of the suffix.

3. Each suffix is represented by a grammatical category in parentheses. These
categories are taken from a typolaglg valid list given in the CHAT Manual.

4. Each suffix specifies the grammatical category of the form that will result after its
attachment. For suffixes that change the part of speech, this is given in the scat, as
in [scat adj:n]. Prefixes do not changarts of speech, so they are simply listed as
[scat pfx] and use the [pcat x] feature to specify the shape of the forms to which
they can attach.

5. The long list of suffixes concludes with a list of cliticized auxiliaries and reduced
main verbs. These fograre represented in English as contractions. Many of these
forms are multiply ambiguous and it will be the job of POST to choose the correct
reading from among the various alternatives.

4.11 Control Featuresand Output Features

The lexical files includesevenl control features that specify how stems should be
treated. One important set includes the [comp x+x] features for compdumnsideature
controb how compounds will be unpacked for formatting on the %mor line. Irregular
adjectives in adjr.cut have features specifying their degree as comparative or
superlative. Irregular nouns have features controlling the use of the plural. Irregular
verbs have features controlling consonant doubling [gg +] and the formation of the
perfect tensef-eatures like [blok ed] are used to prevent reocognition of overregularized
forms such agoed
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There are also a variety of features that are included in lexical entries, but not
necessarily present in the final output. For example, the feature of gender is used to
determine patterns of suffixation in Spanish, but to include this feature in the output it
must be present and not commented in the output.cut file. Other lexical features of this
type include root, ptn, num, tense, and deriv.
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5 Correcting errors

Whenrunning MOR on anew set of CHAT files, it is important to make sure that
MOR will be able to recognize all the words in these files. A first step in this process
involves running the CHECHKrogram tosee ifall the words follow basic CHAT rules,
such as notnicluding numbers or capital lettarsthe middle of wordsThere are several
commonreasons for a word not being recognized:

1. It is misspelled. If you have doubts about the spellings of certain words, you can
look in the Oallwords.cdc file this imcluded in the /lex folder for each language.
The words there are listed in alphabetical order.

2. The word should be preceded &yd ampersand & block look up through MOR.
There are four forms using the ampersantbnwords just take the & alone, as in
&gaga. Incompletavords should be transcribed as+&xt as in &+sn for the
beginning ofsnake Filler words should be transcribed asu&. Finally sounds like
laughing can be transcribed as &=laughs described more extensively in the
CHAT manual

3. The word should have been transcribed with a special form marker, as in bobo@o or
bo"bo@o for onomatopoeia. It is impossible to list all possible onomatopoeic forms
in the MOR lexicon, so the @o marker solves this problem by telling MOR how to
treat the fom. This approach will be needed for other special forms, such as
babbling, word play, and so on.

4. The word was tdamd ercitbed oi m efpegyresent phon
When this is done, there are two basic ways to allow MOR to achieve correct
lookup. If the word can be transcribed with parentheses for the missing material, as

i n A(be)causeo, t hen MOR wil|l be happy.
Spanish and German. Alternatively, if there is a sound substitution, then you can
transcrbeu si ng the [: text] replacement met hod,

5. You should treat the word as a proper noun by capitalizing the first letter. This
method works for many languages, but not in German where all nouns are
capitalized and not in Asian languesg since those languages do not have systems
for capitalization.

6. The stem is inthe lexicon but the inflected form is not recognized. In this case, it is
possible that one of the analytic rules of MOR is not working. Thed#gms can
be reported tonacw@cmu.edu

7. The stem or word is missing from MOR. In that case, you can create a file called
something like Oadd.cut in the /lex folder of the MOR grammar. Once you have
accumulated a collection of such words, you earail them tanacw@cmu.eddor
permanent addition to the lexicon.

Some of these forms can be corrected during the initial process of transcription by
running CHECK. However, others will not be evidentiuyou run the MORcommand
with +xb or +xland get a list of unrecognized words.

To correct theseroblems there are basically two possible tools. The first is the
KWAL program built in to CLAN. Let us say that your filename.ulx.cex list of
unrecogh zed words has the form Acuaghto as a mi
imagine that you have a single collection of 80 files in one folder. To correct this error,
just type this command into the Commands window:
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kwal *.cha +scuaght

KWAL will then send input to your screen as it goes through the 80 files. There may
be no more than one case of this misspelling in the whole collection. You will see this as
the output scrolls by. If necessary, just scroll back in the CLAN Output window to find
the eror and then triple click to go to the spot of the error and then retype the word
correctly.

For errors that are not too frequent, this method works fairly well. However, if you
have made some error consistently and frequently, you may need strortpedsne
Perhaps you transcribed fAbyebyed as fAbye+by:
could use the CHSTRING program to fix this, but a better method would involve the use
of a Programmer 6s Editor system sndaws. as BBE
Any system you use must include an ability to process Regular Expressions (RegExp)
and to operate smoothly across whole directories at a time. However, let me give a word
of warning about the use of more powerful editors. When using these systems
particularly at first, you may make some mistakes. Always make sure that you keep a
backup copy of your entire folder before each major replacement command that you
issue.

Once you know that a corpus passes CHECK, you will want to see whether it
contairs words that areither misspelled onot yet in the MOR lexicon. Yodo this by
running the command:

mor +xb  *.cha

The output from this command will have the extension .ulx.cex. After running the
command, its name will appear at the end of the outpiliei@LAN Output window. If

that window tells you that nal l words wer e
with running

mor *.cha

However, if not all words are recognized, you can triiek on the line listing ther
AOut put Fi | enthedist aworidst notweit redognieepd by MOR any large
corpus,is extremely unlikely that every word would be listed in even the lalg&R
lexicon. Therefore, users &WIOR need to understand how to supplement the basic
lexicons with additional enes. Before we look at the process of adding new words to
the lexicon, we first need to examine the way in which entries in the disk lexicon are
structured.
The disk lexicon contains irregular forms of a word as welhasstems of regular
forms. Forexmp | e, t he verb fAgod is stored in the
Awent , 0 since this latter form is suppletiv
lexicon contains series of files each with a series of lexical entries wii# entry pr
line. The lexicon may be antated with comments, which will not be processed. A
comment begins with the percent sign and ends with a new line. A lexical entry consists
of these parts:
1. The surface form of the word.
2. Category information about the word, expressed as a set of fealusepairs. Each
featurevalue pair is enclosed in square brackets and the full set of feemtiue
pairs is enclosed in curly braces. All entries must contain a feadlwe pair that
identifies the syntactic category to which the word belongs, consisting of the feature
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Ascato with an appropriate value.

3. Following the category information is information about the lemmatization-of ir
regular forms. This information is given by having ti@tion form of the stem
followed by the & symbol as the morpheme separator and then the grammatical
morphemes it contains.

4. Finally, if the grammar is for a language other than English, you can enter the
English translation of the worareceded by and flowed by the = sign.

The following are examples of lexical entries:

can {[scat v:aux]}

a {[scat det]}

an {[scat det]} "a"

go {[scat V] [ir +]}

went {[scat v] [tense past]} "go&PAST"

When adding new entries to the lexicon it is usually sufficient terghe citation form

of the word, along with the syntactic category information, as in the illustration for the

word fAao in the preceding exampl es. When w
you may wish to add English glosses and even special thiasmts to the lexicon. For

example, in Cantonese, you could have this entry:

ping4gwo?2 {[scat n]} =apple =

To illustrate this, here is an example of the MOR output for an utterance from Cantonese:
*CHI: sik6 ping4gwo2 caang2 hoenglziul .
%mor:  v|sik6=eat n|pingdgwo2=apple
n|caang2=orange n|hoenglziul=banana .

In languages that use both Roman andiRoman scripts, such as Chinese, you may also
want to add nofiRoman characters after the English gloss. This can be done using this
form in whichthe $ sign separates the English gloss frioenrépresentation in characters.

pinyin {[scat x]} Al emmati zationd =gloss$characters=

MOR will take the forms indicated by the lemmatization, the gloss, and the characters
and append them after the category espntation in the output. The gloss should not
contain spaces or the morpheme delimiters +and #. Instead of spaces or the + sign,
you can use the underscore character to represent compounds.

5.1 Lexicon Building

When running the mor +xb command, youymash to run the command in the form
mor +xI. The +xb form lists each separate token of an unrecognized word, wtiereas
+x| form combines all the tokens into a single tygéhe advantage of the +xb format is
that you can click on each occurrence ahdnge it. However, for very common errors,
the +xl format is useful because it will allow you to see what forms should be changed
globally using the CHSTRING command.

When working with the output of ther +xb formpy must then go through this file
anddetermine whether to discard, complete, or ifyodach missing cas€or example, it
may be impossible to decide what category q
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occurs in the corpus. In this example, a scan of the Sarah files in the Brown (@mypus
which these examples were taken), reveal s t
At oo:

*MEL: yeah # (be)cause if it's gon (t)a be a p@l it's
got ta go that way.

This missing form can be repaired by joining got and ta into gotta, betiats®rm is
listed in the lexicon. Alternatively, the sequence can be coded as here:

*MEL: yeah # (be)cause if it's gon (t)a be a p@l it's
got ta [: got to] go that way.

Another common source of error is misspelling. This can be repaired by correting
spelling.

In many other cases, you will find that some words are just missing from the lexicon.
For these, you can create a file with a name like Omorewords.cut which you add to the
files in /lex. After doing this, please send the contents of tleiddimacw@cmu.eduso
that | can add these missing words to the authoritative version of the lexicon.

5.2 Disambiguator Mode

When POST works smoothly, there is littlel need for hand disambiguation.
However, ambiguities whtin a given part of speech cannot be resolved by POST and
must be disambiguated by hand using Disambiguator Mode. , Wlsen developing
POST for a new language, you may find this tool useful. Togglinddteeambiguator
Mode option in theMode menu allowsyou to go back and forth bveeen Disambiguator
Mode and standard Editor Mode. In Disambiguator Mode, you will see each ambiguous
interpretation on a %mor line broken into its alternative possibilities at the bottom of the
editor screen. The user doude&ks on the correct option and it isserted. An
ambiguous entry is defined as any entry that has the ~ symbol in it. For example, the form
N| back” "Prep| back is ambiguously either the n

By default, Disambiguator Mode set to work on the %mor tier. However, you may
find it useful for other tiers as well. To change its tier setting, seledditemenu and
pull down toOptions to get theOptions dialog box. Set the disambiguation tier to the
tier you want to disambige. To test all of this out, edit the sample.cha file, reset your
default tier, and then typEsc2. The editor should take you to the second %spa line
which has:

%spa: $RES:sel:ve"$DES:tes:ve

At the bottom of the screen, you will have a choice of twaooptto select. Once the

correct one is highlighted, you hit a carriage return and the correct alternative will be

inserted. If you find it impossible to decide between alternative tags, you can select the

UND or undeided tag, which will produce a forruch as fAund]| drinko fo
drink, when you are not sure whether it is a noun or a verb.
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6 A  For mal Description of the Rul

Users working with languages for which grammar files have already been built do
not need to concern themselves witls setion or the nextHowever, users who need to
develop grammars for new languages or who find thegd tomodify grammars for
existing ones will need to understand how to create the two basic rule files themselves.
You do not need to create a new versibthe sf.cut file for special form markers. You
just copy this filefrom the English MOR grammar

To build new versions of the arules and crules files for your language, you will need
to study the English files or files for a related language. For eleammen you are
building a grammar for Portuguese, it would be helpful to study the grammar that has al
ready been constructed for Spanish. This section will help you understand the basic prin
ciples underlying the construction of the arules and crules.

6.1 Declarative structure

Both arules and crules are written using a simple declarative notation. The following
formatting conventions are used throughout:

1. Statements are one per line. Statements can be broken across lines by placing the
continuatiorcharactek at the end of the line.
2. Comments begin with a % character and are terminated by the new linenebitsn

may be placed after a statement on the same line, or they may be placed on a

separate line.

3. Names are composed of alphanumeric symbols,tpése characters:

N&+-_\N@ ./

Both arule and crule files contain a series of rules. Rules contain one or more clauses,
each of which is composed of a seriescondition statements, followed by a series of
action statementsFor a clause to apply, the input(s) must satisfy all condition state
ments. The output is derived from the input via the sequential application of all the action
statements.

Both condition and action statements take the form of equations. The left hand side
of the equation is a keyword, which identifies the part of the input gpublbeing
processed. The rigitand side of the rule describes either the surface patterns to be
matched or genated, or the category information that must be checked or manibulate

The analyzer manipulates two different kinds of information: information about the
surface shape of a word, and information about its category. All statements that match or
manipulate category information must make explicit reference to a featureaturds.
Similarly, it is possible for a rule to contain a literal specification of the shape of a stem
or affix. In addition, it is possible tase a pattern matching languagegive a more
general description of the shape of a string.

6.2 Patternrmatching ymbols

The specification of orthographic patterns relies on a set of symbols derived from the
regular expression (regexp) system in Unix. The rules of this system are:
1. The metacharactersare:*[ ] |. ! All other characters are interpretedyliteral
2. A pattern that contains no metacharacters will only match itself, for example the
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pattern fAabco will match only the string ¥

3. The period matches any character.

4. The asterisk * allows any number of matches (including 0) on the preceding
character. Br example, the pattern ".* will match a string consisting of anytbxaum
of characters.

5. The brackets [ ] are used to indicate choice from among a set of characters. The
pattern [ab] will match either a or b.

6. A pattern may consist of a disjunctive cholmetween two patterns, by use of the |
symbol. For example, the pattern will match all strings which end in x, s, sh, or ch.

7. It is possible to check that some input does not match a pattern by prefacing the
entire pattern with the negation operator !.

6.3 Variable notation

A variable is used to name a regular expression and to record patterns that match it.
A variable must first be declared in a special variable declaration statement. Variable
decla ati on statements have t h-expredssioromawh e rfieV ARN
VARNAME is at most eight characters long. If the variable name is more than one
character, this name should be enclosed in parenthesis when the variable is invoked.
Variables are particularly important for the arules in the ar.cut file. In thésg, the
negation operator is the up arrow », not the exclamation mark. Variables may be
declared through combinations of two types of disjunction markers, as in this example for
the definition of a consonant cluster in the English ar.cut file:

O =["a eiou]|[*aeiou][*aeiou] [[*aeiou][*aeiou][*aeiou]|qu|sq

Here, the square brackets contain the definition of a consonant as not a vowel and the bar

or turnstile symbols separate alternative sequences of one, two, or three consonants.

Then, forgood measure,h e patterns Aguodo and fAsquo are al
For languages that use combining diacritics and other complex symbols, it is best to use

the turnstile notation, since the square bracket notation assumes single characters. In

these stngs, it is important not to include any spaces or tabs, since the presence of a

space will signal the end of the variable.

Once declared, the variable can be invoked in a rule by using the operator $. If the
variable name is longer than a single charadtes variable name should be enclosed in
parenheses when invoked. For example, the staterment* declares and initializes a
variable named fAX.0 The name X is entered i
regular epression it stands for. Notkat variables may not contain other variables.

The variable table also keeps track of the most recent string that matched a named
patern. For example, if the variable X is declared as above, then the pattern $Xle will
match all strings that end ie. For example the stringable will match this pattern,
becauseab will match the pattern named By andle will match the literal stringe.

Because the stringb is matched against the named pattern X, it will be stored in the
variable table as the mogtaent instantiation of X, until another string matches X.

6.4 Category Information Operators

The following operators are used to manipulate category information: ADD [feature



Part 3: Morphosyntax 32

value], and DEL [feature value]. These are used in the category action statemeexs. Fo
ampl e, the crule statement ARESULTCAT = ADD
[num pl] to the result of the concatenation of two morphemes.

6.5 Arules

The function of the arules the arules.cut file and the additional files in the /ar
folderis to xpand the entries in the disk lexicon into a larger Ineinof entries in the en
line lexicon. Words that undergo regular phonological or gntyohic changes when
combined with an affix only need to have one disk lexicon entry. The arules are used to
create online lexicon entries for all inflectional variants. These aat$ are calledllos.

For exampl e, t he final consonant -ioiial t he wver
suffix,-isegcd @abefddisk | exicon cethdomlinens an e
|l exicon contains two entries: one for the fo

An arule consists of a header statement, which contains the rulename, followed by

one or more conditicactionclauses Each clause has a series of zero orencanditions
on the input, and one or more sets of actions. Here is an example of a typical condition
action clause from the largerafio rule in the English ar.cut file:

LEX- ENTRY:

LEXSURF = $Yy

LEXCAT = [scat n]

ALLO:

ALLOSURF = $Yie

ALLOCAT = LEXCAT, ADD [allo nYb]

ALLO:

ALLOSURF = LEXSURF

ALLOCAT = LEXCAT, ADD [allo nYa]

Thisisasingleconditca ct i on cl ause, | abel ecENDRY:tdhe hea
Conditions begin with one of these two keywords:

1. LEXSURF matches the surface form of the wordhe lexical entry to an akract

pattern. In this case, the variable declaration is

Y = *["aeiou]
Given thisvariable statement t he st at ement ALEXSURF
lexical entry surfaes that have a final y preceded by a nonvowel.

2. LEXCAT checks the category information given in the matched lexical item against
a given series of feature value pairs, each enclosed in square brackets and separated
by commas. In this case, the rule is meant to apply only to nouns, so the category
informationmust be [scat n]. It is possible to check that a featahee pair is not
present by prefacing the featwalue pair with the negation epator !.

I
©¥

Variable declarations should be made at the beginning of the rule, before any of the
condtion-actionclauses. Variables apply to all following conditiagtion clauses inside
a rule, but should be redefined for each rule.

After the condition statements come one or more action statements with the label
ALLO: In most cases, one of the action statemenisasl to create an allomorph and the
other is used to enter the original lexical entry into thetime lexicon. Action clauses
begin with one of these three keywords:
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1. ALLOSUREFis used to produce an output surface. An output is a form that will be a
partof the runtime lexicon used in the analysis. In the first action clause, a lexical

entry surface form |ike fAponyod is conver't
plur al. I n the second action cl ause, t he
form LOSURF = LEXSURFO causes the surface

copied over to the surface form of the allo.

2. ALLOCAT determines the category ©AT the ouf
= LEXCATO causes al/l cat egoiwyyo be copiedlr mat i on
over to the allo entry. In addition, these two actions add the morpbalagasses
such as [allo nYa] or [allo nYDb] in order to keep track of the nature of these
allomorphs during the application of the crules.

3. ALLOSTEM is used to producan output stem. This action is not necessary in this
example, because this rule is fully regular and produces a noninflected stem.
However, the arule that converlOSTEMpost man
action:

ALLOSTEM = $Xman&PL
The result othis action is the form postman&PL that is placed into the %mor line
without the involvement of any of the concatenation rules.

There are two speciahtegoryfeature types that operate to dump the contents of the
arules and the lexicon into the outpuit hes e are figend and fAproco.
introduces its value as a component of the stem. ,Thegntry [germ] for the Spanish
word Ahombreo wild.l e md The entry[prac dlimicfor Clgnese | h o mb r
reduplicative verbs wil end up produginvlkan4DIM for the reduplicated form
kandkan4. These methods allow allorules to directly influence the output of MOR.

Every set of action statements leads to the generation of an additional allomorph for
the online lexicon. Thus, if an arule clause earg several sets of action statements, each
labeled by the header ALLO:, then that arule, when applied to one entry from the disk
lexicon, will result in several entries in the online lexicon. To create the online lexicon,
the arules are applied to tkatries in the disk lexicon. Each entry is matched against the
arules in the order in which they occur in the arules file. This ordering of arules is an
extremely important feature. It means that you need to order specific cases before
general cases to aid having the general case preempt the specific case.

As soon as the input matches all conditions in the condition section of a clause, the
adions are applied to that input to generate one or more allos, which are loaded into the
ortline lexicon. No futher rules are applied to that input, and the next entry from the disk
lexicon is then read in to be processed. The complete set of arules should always end with
a default rule to copy over all remaining lexical entries that have not yet been matched by
some rule. This default rule must have this shape:

% default rule - copy input to output
RULENAME: default

LEX- ENTRY:
ALLO:
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6.6 Crules

The purpose of the crulas the crules.cut filas to allow stems to combine with
affixes. In these rules, sets of conditicarsd actions are grouped together iritthen
clauses. This allows a rule to apply to a disjunctive set of inputs. As soon as all the
conditions in a clause are met, the actions are carried out. If these are carried out

successfully the rule is consi deatralawilt o have
be tried.

There are two inputs to a crule: the part of the word identified thus far, called the
Astart, 0o and the next morpheme identified, ¢

is in terms of a bouncing ball that moves through tleedwmoving items from the not
yetprocessed chunk on the right over to the already processed chunk on the left. The

output of a crule is called the Aresult. o T
the crules:
keyword function

STARTSURF check surface of start input against some pattern

STARTCAT check start category information

NEXTSURF check surface of next input against some pattern

NEXTCAT check next category information

MATCHCAT  check that start and n ext match for a feature - value pair
type

RESULTCAT output category information

Here is an example of a piece of a rule that uses most of these keywords:
S = .*[sc]h|.*[zxs] % strings that end in affricates
O = .*[*aeiou]o % things that end in 0
% clause 1 - special case for "es" suffix
if
STARTSURF = $S
NEXTSURF =es| -es
NEXTCAT = [scat vsfX]
MATCHCAT [allo]
then
RESULTCAT = STARTCAT, NEXTCAT [tense], DEL [allo]
RULEPACKAGE = ()

This rule is used to analyze verbs that eneksr There are four conditions that must be
matched in thisule:
1. The STARTSUREF is a stem that is specified in the declaration to end in aataffri
The STARTCAT is not defined.
2. The NEXTSUREF is thees suffix that is attached to that stem.
3. The NEXTCAT is the category otffixt he suf fi x,
4. The MATCHCAT [allo] statement checks that both the start and next inputs have
the same value for the feature allo. If there are multiple [allo] entries, all must
match.
The shape of the result surface is simply the concatenation of the starexnd n
surfaces. Hence, it is not necessary to specify this via the crules. The category
information of the reult is specified via the RESULTCAT statement. The statement
ARESULTCAT CATIT ARRTuses all category infor mat
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copkd over to the result. The statement ANEXT
the NEXT to the RESULT and the statement aD
category [allo].
In addition to the conditicaction statements, crules include twoestlstatements:
the CTYPE statement, and the RULEPACKAGES statement. The CTYPE statement
identifies the kind of concatenation expected and the way in which this concatenation is
to be marked. This statement follows the RULENAME header. There are two special
CTYPE maker s: START and END. ACTYPE: START
execute as soon as one morpheme has been fou
that execute when the end of the input has been reached. Otherwise, the CYTPE marker
is used to ndicate which concatenation symbol is used when concatenating the
morphemes together into a parse for a wdtte# is used between a prefix and a stem,
is used between a stem and suffix, and ~ is used between a clitic and a stem. In most
cases, ruleshat specify possible suffixes will start with CTYPE:These rules insert a
suffix after the stem.
Rules with CTYPE STAR&reapplied as soon as a morpheme has been recognized.
In this case, the beginning of the word is considered as the start inptiheamelt input
is the morpheme first recaged. As the start input has no surface and no category
information associated with it, cditions and actions are stated only on the next input.
Rules with CTYPE END are invoked when the end of a word is relacimel they are
used to rule out spurious parses. For the endrules, the start input is the entire word that
has just been parsed, and there is no next input., Toaslitions and actions are only
stated on the start input.
The RULEPACKAGES statement ideinés which rules may be applied to the result
of a rule, when that result is the input to another rule. The RULEPACKAGES statement
follows the action statements in a clause. There is a RULEPACKAGES statement associ
ated with each clause. The rules named RULEPACKAGES statement are not tried
until after another morpheme has been found. For example, in parsing the input
Awal ki ngo, the parser first finds the morpl
startrules. Of these startrules, the rule for venb be fired. This rule includes a
RULEPACKAGES statement specifying that the rule which handles verb conjugation
may | ater be fired. When the parser has fur
conjugation rule willtapppyt, waepdenfiwgdbkdsi s
Note that, unlike the arules which are strictly ordered from top to bottom of the file,
the crules have an order of application that is determined by their CTYPE and the way in
which the RULEPACKAGES statement channetsds from one rule to the next.
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7 Building new MOR grammar s

7.1 minMOR

The simplest possible form of a MOR gr amma
that you can download from the MOR grammars padmt@at/childes.talkbank.org

You can begin your work usingith the sample minimal MOR grammars available
from the net.This grammar includes

1. the sf.cut file that all of the MOR grammars use,

2. a sample.cha file with a few words

3. a basically blank ar.cut file, because no allomorphy is yet involved,

4 a cr.cut file that recognizes the madf speech you will create, along with

one rule for making plural nouns, and
5. a lex folderwith examples of verbs, nouns, a determiner, and axsuffi

You can adjust this format to your language and use a different sample.cha file to test out
the operation of this minimal MOR grammar. This syssfiould allow you to build up a
lexicon of uninflected stems. Try to build up separate files for eattteqiarts of speech
in your language.

You can test out your grammar either by running mor +d sample.cha or else using
interactive MOR with mor +xi. For example, if you use interactive MOR and type
Adogso you should get

Result: n|dog -PL

7.2 Adding affixes

At some point, you will realize that it would be more efficient to create a system for
lexical analysis, rather than relying only on full forms. This will require you to build up a
morphological grammaMhen building amorphologyfor a new language, it isest to
begin with a papeandpertil analysis of the system in which you lay out the various
affixes of the laguage, the classes of stem allomorphy variations, and the forces that
condition the choices between allomorphs. This work should be guidexd dnod
descriptive grammar of the morphology of the langudger. example, we have used the
Berlitz conjugation books for French, German, Italian, and Spanish.

Once thishasic groundork is finished,you may want to focus on one part-speech
at a tinre. For example, you could begin with the adverbs, since they are often
monomorphemic. Then you could move on to the nouns. The verbs should probably
come last. You can copy the sf.cut file from English and rename it.

As you start to feel comfortable thithis, you should begin to add affixes. To do
this, you need to create a lexicon file, such as aff.cut. Using the technique found in
unification grammars, you want to set up categories and allos for these affixes that will
allow them to match up withhe right stems when the crules fire. For example, you
might want to call the plural a [scat nsfx] in order to emphasize the fact that it should
attach to nouns. And you could give the designation [allo mdim] to the masculine
diminutive suffix-ito in Spanish in order to make sure that it only attaches to masculine
stems and produces a masculine output.
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7.3 Interactive MOR

Once you have a simple lexicon and a set of rule files, you will begin a long process
of working with interactive MOR. When using MOR ihet +xi or interactive mode,
there are several additional options that become available in the CLAN Output window.
They are:

word - analyze this word
‘g quit - exit program
:C print out current set of crules
:d display application of a rules.

I re  -load rules and lexicon files
:h help - print this message
Il f you type in a word, such as fAdogod or

its component morphemes. If all is well, you can move on the next word. If it is not, you
need to changgour rules or the lexicon. You can stay within CLAN and just open these
using the Editor. After you save your changes, use :l to reload and retest.

7.4 Testing

As you begin to elaborate your grammar, you will want to start to work with sets of
files. These can be real data files or else files full of test warllese files provide what

computer scienti st sWhenadbulshiftfto veokingewh Blas,oyou t e st i

will be combining the use of iaractive MOR and the +xi switch with use of the lexicon
testing facility that uses +xnd +xb As you move through this work, make copies of
your MOR grammar files and lexicon frequently, because youswithetimes find that
you have made a change that makes everything break and you will need to go back to an
earlier stage to figure out what you need to fix. We also recommend using a fast machine
with lots of memory. You will find that you are frequignteloading the gammar using
the :l function, and &ving a fast machine will speed this process.
As you progress with your work, continually check each new rule change by entering
I (colon followed by Al 6 for | oeactanged nt o
something in a way that produces a syntactic violation, you will learn this immediately
and be able to change it back. If you find that a method failsmayuneed taethink
your logic. Consider these factors:
1. Arules are strictly ordered. Mbe you have placed a general case before @fgpe
case.
2. Crules depend on direction from the RULEPACKAGES statement.
3. Theremustbe a START and END rule for each part of speech. If you atmget
too many entries for a word, maybe you have startédide. Alternatively, you
may have created too many allomorphs with the arules.
4. If you have a MATCHCAT allos statement, all allos must match. The operation
DEL [allo] deletes all allos and you must add back any you want to keep.
5. Make sure that you undg#and the use of variable notation and pattern matching
symbols for specifying the surface form in the arules.
However, sometimes it is not clear why a method is not working. In this case, you
will want to check the application of the crules using theption in the CLAN Output
window. You then need to trace through the firing of the rules. The most important

t

n

h
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information is often at the end of this output.

If the stem itself is not being recognized, you will need to also trace the operation of
the ardes. To do this, you should either use the +e option in standard MOR or else the :d
option in interactive MOR. The latter is probably the most useful. To use this option,
you should create a directory called testlex witkirsgle file with the words yoware
working with. Then run:

mor +xi +ltestlex

Once this runs, type :d and then :| and the output of the arules for this test lexicon will go
to debug.cdc. Use your editor to open that file andottyeice what is happening there.

As you progress withhe construction of rules and the enlargement of the lexicon,
you can tackle whole corpora. At this point you will occasionally run the +xl| analysis.
Then you take the problems noted by +x| and use them as the basis for repeated testing
using the +xi swith and repeated reloading of the rules as you improve them. As you
build up your rule sets, you will want to annotate them fully using comments preceded by
the % symbol.

7.5 Building Arules

In English, the maimrulepatterns involve consonant doubling, silée, changes of y to

. and irregulars |like fiknivesod or Al eaves.
and vowels to predict these various allomorphic variations. Variables such as $V or $C

are set up at the beginning of the file to referawels and consonants and then the rules

use these variables to describe alternative lexical patterns and the shapes of allomorphs.

For examplethe rule for consonant doubling takes this shape:

LEX- ENTRY:

LEXSURF = $0$V$C

LEXCAT = [scat V], ![tense OR pas t perf], ![gem no] % to block
putting

ALLO:

ALLOSURF = $0$V$C$C

ALLOCAT = LEXCAT, ADD [allo vHb]

ALLO:

ALLOSURF = LEXSURF

ALLOCAT = LEXCAT, ADD Jallo vHa]

Her e, the string $0$V$SC characterizes vel
foll owed by consonants. The first all o wildl
the second wildl give a stem for fAbatso or

English is given in the file engcats.cdc in the /docs folder in the MOR grammar.

When a user types the Amoro command to CLA
files in the lexicon and then passes each lexical form past the rules of the ar.cut file. The
rules in the ar.cut file are strictly ordered. If a form matches a rule, that rule fires and the
all omorphs it produces are encoded into a |
MOR moves on to the next lexical form, without considering any maaik rules. This
means that it is important to place more specific cases before more general cases in a
standard bleeding relation. There is no Af
form is shipped over to the tree structure after matching.
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7.6 Building crules

The other ficoreo file in a MOR grammar i s
specify pathways through possible words. The basic idea of crules or concatenation or
continuation rul es (1999) leftaadsaciative fgrammar whithu s s er 6 s
spei fies the shape of possible Acontinuatio
through a word. Unlike the rules of the ar.cut file, the rules in the cr.cut file are not
order ed. l nstead, they work througdte a Af eec
word from left to right to match up the current sequence witims in the lexical trie
structure. When a match is made, the categories of the current form become a part of the
STARTCAT. If the STARTCAT matches up with the STARTCAT of one of thegumh
cr.cut, as well as satisfying some additional matching conditions specified in the rule,
then that rule fires. The result of this firing is to change the shape of the STARTCAT
and to then thread processing into some additional rules.

Forexample] et us consider the processing of t6F
first rule to fire is the specifiepfx-st art rul e whi ch -mahabed hehe
feature [scat pfx] and [pcat v]. This initial recognition of the prefix then threadshiato t
specificvpfx-verb rule that requires the next item have the feature [scat v]. This rule has
the feature CTYPE # which serves to introduce the # sign into the final tagging to
produce re#part|consid®RESP After t he verb Aconsidero
RULEPACKAGE tells MOR to move on to three other rulesconj, n:+deriv, and
adj:wderiv. Each of these rules can be viewed as a separate thread out of the- specific
vpfx-verb rule. At this point in processing the word, the remaining orthographic material
i si rhigo. Looking at the Oaffix.cut file, we
[scat v:n], and [scat n:gerund]. One of the pathways at this point leads througbtattie v
rule. Within \conj, only the fourth clause fires, since that céamsatches [scat part].

This clause can lead on to three further threads, but, since there is no further orthographic
material, there is no NEXTCAT for these rules. Therefore, this thread then goes on to the

end rules and outputs the first successful parde fir econsi dering. o T h ¢
from the specifievpfx-verb rule leads to the nderiv rule. This rule accepts the reading

of Ai ngd as [ scat n: gerund] to produce the
MOR traces the third thread from tepecificvpfx-verb rule which leads to adjderiv.

This route produces no matches, so processing terminates with this result:

Result: re#part|consider - PRESPre#n:gerund|consider - GERUND

Later, POST will work to choose between these two possible readhgs
Areconsideringod on the basis of the syntac
A

reconsideringo follows an auxiliary (Ais e
eating bingeod), it I's treated aseadofgnarticip
NP (fieating is good for youo), it is treate:i

type can be modified to match up with the requirements of the GRASP program to be
discussed below.

The process of building ar.cut and cr.cut files foneav language involves a slow
iteration of lexicon building with rule building. The problem with building up a MOR
grammar one word at a time like this is that changes that favour the analysis of one word
can break the analysis of other words. To make swoat this is not happening, it is
important to have a collection of test words that you continually monitor using mor +xl.
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One approach to this is just to have a growing set of transcripts or utterances that can be
analyzed. Another approach is to haveystematic target set configured not as sentences

but as transcripts with one word in each sentence. An example of this approach can be

found in the /verbi folder in the Italian MOR grammar. This folder has one file for each

of the 106 verbal paradignas the Berlitz Italian Verb Handboq2005) That handbook

gives the full paradigm of one Al eadingo ver
all the relevant forms into CHAT files. Then, as we built up the ar.cut file for Italian, we

designed allo types using features that matched tmbdeus in the Handbook. In the end,

things become a bit more complex in Spanish, Italian, and French.

1. The initial rules of the ar.cut file for these languages specify the most limited and
lexically-bound patterns by listing almost the full stem, as inli$X for verbs like
Adicer eo, Aprediceredo or fAbenedicereo whi ¢
is the only verb of its type.

2. Further in the rule list, verbs are listed through a general phonology, but often
limited to the presence of a lexical tagich as [type 16] that indicates verb
membership in a conjugational class.

3. Within the rule for each verb type, the grammar specifies up to 12 stem allomorph
types. Some of these have the same surface phonology. However, to match up
properly across the padigm, it is important to generate this full set. Once this
basic grid is determined, it is easy to add new rules for each additional conjugational
type by a process of candpaste followed by local modifications.

4. Where possible, the rules are leftan order that corresponds to the order of the
conjugational numbers of the Berlitz Handbook. However, when this order
interferes with rule bleeding, it is changed.

5. Perhaps the biggest conceptual challenge is the formulation of a good set of [allo X]
tagsfor the paradigm. The current Italian grammar mixes together tags like [allo
vv] that are defined on phonological grounds and tags like [allo vpart] that are
defined on paradigmatic grounds. A more systematic analysis would probably use a
somewhat largeiset of tags to cover all tensspectmood slots and use the
phonological tags as a secondary overlay on the basic semantic tags.

6. Although verbs are the major challenge in Romance languages, it is also important
to manage verbal clitics and noun and atijes plurals. In the end, all nouns must
be listed with gender information. Nouns that have both masculine and feminine
forms are listed with the feature [anim yes] that allows the ar.cut file to generate
both sets of allomorphs.

7. Spanish has addition@lomplexities involving the placement of stress marks for
infinitives and imperatives with suffixed clitics, such as damelo. Italian has
additional complications for forms such a
clitic forms.

As you progress witlyour work, continually check each new rule change by entering :l
(colon followed by Al o for | oad) into the C
crucial words. If you have changed something in a way that produces a syntactic
violation, you will learn his immediately and be able to change it back. If you find that a
method fails, you should first rethink yolagic. Consider these factors:

1. Arules are strictly ordered. Maybe you have placed a general case befocdia spe
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case.
2. Crules depend on dicgon from the RULEPACKAGES statement. Perhaps you are
not reaching the rule that needs to fire.
3. There has to be a START and END rule for each part of speech. If you timg get
too many entries for a word, maybe you have started it twice. Alterlyatieu
may have created too many allomorphs with the arules.
4. Possi bl vy, you form is not satisfying the

these rules will not #Alet it out. o

5. If you have a MATCHCAT allos statement, all allos must match. The operat
DEL [allo] deletes all allos and you must add back any you want to keep.

6. Make sure that you understand the use of variable notation and pattern matching
symbols for specifying the surface form in the arules.

However, sometimes it is not clear why a method is not working. In this case, you
will want to check the application of the crules using the :c option in the CLAN Output
window. You then need to trace through the firing of the rules. The most important
information is often at the end of this output.

If the stem itself is not being recognized, you will need to also trace the operation of
the arules. To do this, you should either use the +e option in standard MOR or else the :d
option in interactive MOR.The latter is probably the most useful. To use this option,
you should create a directory called testlex with a single file with the words you are
working with. Then run: mor +xi +ltestlex
Once this runs, type :d and then :| and the output of thesafaiehis test lexicon will go
to debug.cdc. Use your editor to open that file and try to trace what is happening there.

As you progress with the construction of rules and the enlargement of the lexicon,
you can tackle whole corpora. At this point youl wccasionally run the +x| analysis.

Then you take the problems noted by +xl and use them as the basis for repeated testing
using the +xi switch and repeated reloading of the rules as you improve them. As you
build up your rule sets, you will want teotate them fully using comments preceded by

the % symbol.
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8 MOR for Bilingual Corpor a

It is possibleto use MOR and POST to process bilingual corareomatically A
good samplepplication of this methods for thetranscripts collected by Virginia Yip
and Stephen Matthews from Canton&sglish bilingual children in Hong Kong. In
these corpora, parents, caretakers, and children often switch back and forth between the
two languages. In order to tell MOR which gmaar to use for which utterances, each
sentence must be clearly identified for languaBg.the nature of the goals of the study
and the people conversing with the child, certain files are typically biased toward one
language or the other. In the YipMagths corpus, English is the default language in
folders such as SophieEng or TimEng and Cantonese is the default in folders such as
SophieCan and TimCan. To mark this in the files in which Cantonese is predominant, the
@Languages tier has this form:

@Language: yue, en g

In the files in which English is predominant, on the other hand, the tier has this form:
@Language: eng, yue

The programs then assume that, by default, each word in the transcript is in the first listed
language. This default can be revergedvo ways. First, within the English files, the
precode { yug can be placed at the beginning of utterances that are primarily in
Cantonese. If single Cantonese words are used inside English utterances, they are
marked with the special form marker @i an English word appears within a Cantonese
sentence marked with the yue precode, then the @s code means that the default for
that sentence (Chinese) is now reversed to the other language (English). For the files that
are primarily in Cantonesehe opposite pattern is used. In those files, English sentences
are marked as ferg] and English words inside Cantonese are marked by @s. This form
of marking preserves readability, while still making it clear to the programs which words
are in which laguage. If it is important to have each word explicitly tagged for
language, thél switch can be used with CLAN programs such as KWAL, COMBO, or
FIXIT to insert this more verbose method of language marking.

To minimize crosdanguage listing, it was alshelpful to create easy ways of
representing words that were shared between languages. This was particularly important
for the names of family members or relation names. For example, the Cantonese form

for Abig sister 0o can,sbthatthis forin tam be process&n gl i s h
correctly as a proper noun address term. Similarly, Cantonese has borrowed a set of
English salutations such as fAbyebyed and fAs

Cantonese grammar in the-eag.cut file.
Oncethese various adaptations and markings are completed, it is then possible to run

MOR in two passes on the corpusor the YipMatthews English files, tisteps are:

1. To make sure all words in English are recognizetifl'e MOR libraryto ENG and
run: mor-s"[- yue]" +xb *.cha
Fix any errors and add any misgwords to the ENG lexicon.
Run: mor-s'[- yue]" +xb *.cha
Run CHECK to check for problems.
To make sure all words in Cant@eeare recognized, séte MOR library toYUE

arwD
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and run: mor $"[- yue]" +xb *.cha
6. Fix any errors and add any missing words to the YUE lexicon.
7. Run: mor +s'f yue]" *.cha
8. Run CHECK to check for problems.

To illustrate the result of this process, here is a representative snippet from the
te951130.cha file in the /TimEng folder. oté that the default language here is English
and that sentences in Camése are explicitly marked asyugd.

*LIN: where is grandma first, tell me ?
%mor:  adv:wh|where v|be n|grandma adv/first v|tell projme ?
*LIN: well, what's this ?

%mor:  colwell pro:wh|what~v|be pro:dem|this ?
*CHI: [- yue] xxx @ B

%mor:  unk|xxx det|nil=this cl|go3=cl neg|m4=not adv|gau3=enough
sfp|gaa3=sfp .

*LIN: [- yue] @ .
%mor:  det|nil=this cl|go3=cl neg|m 4=not adv|gau3=enough .
*LIN: <what does it mean> [>]7?

%mor:  pro:wh|what v:aux|do prolit vimean ?

This type of analysis is possible whenever MOR grammars exist for both languages, as
would be the casdor examplefor Japanes&nglish, SpanishEnglish, EnglishkGerman,
GermanFrench,SpanishFrenchMandarin-Cantonese, or ItaliaNandarinbilinguals.
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9 POST

POST was written by Christophe Parisse of INSERM, Paris for auitmathat
disambiguating the output of MOR. The POST package is composed of four CLAN
commands: POST, POSTTRAIN, POSTLIST, and POSTMMIDST is the command
that runs the disambiguatdt. uses a databasmlled post.dithat contains information
about symactic word order. Databases are created and maintained by POSTTRAIN and
can be dumped in a text file by POSTLIST. POSTMODRULES islisydor modifying
Brill rules.

There are POST databases now for Chinese, Japanese, Spanish, and English. As our
work with POST progresses, we will make these available for additional languages. To
run POST, you can use this command format :

post *.cha

The accuracy of disambiguation by POST for English wilbbeveen 95 and 9Fercent.
This means that there will be some errors.

The options for POST are:

-b do not use Brill rules (they are used by default)

+bs use a slower but more thorough versibBrill's rules analysis.

+C output all affixeqdefault)

+cF output the affixes listed in file F and post.dlf there is a posttags.cut file, then

it is used by default as if the +cposttags.cut switch were being used.

-C output only the affixeslefined during &ining with POSTTRAIN
-cF omit the affixes in file F, but not the affixers defined during training with
POSTTRAIN

+dF use POST database file F (default is "post.db”). This file must have been
created by POSTTRAIN. If you do not uséstBwitch, POST will try to locate
a file called post.db in either the current working directory or your MOR
library directory.

+e[1,2]c this option is a complement to the option +s2 and +s3 only. It allows you to
change the separator used (+elc) betvieenlifferent solutions, (+e2c) before
the information about the parsing process. (c can be any character). By default,
the separator for +el is # and for +e2, the separator is /.

+f send output to file derived from input file name. If you do not usestitch,
POST will create a series of output files named *.pst.
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+F send output to file F. This switch will change the extension to the output files.
-f send output to the screen

+Im reduce memory use (but longer processing time)

+IN when followed bya number the +l switch controls the number of output lines

+unk  tries to process unknown words.

+sN N=0 (default) replace ambiguous %mor lines with disambiguated ones
N=1 keep ambiguous %mor lines and add disambiguated %pos lines.
N=2 output asn N=1, but with slashes marking undecidable cases.
N=3 keep ambiguous %mor lines and add %pos lines with debugging info.
N=4 inserts a %nob line before the %omor/%pos line that presents the results of
the analysis without using Brill rules.
N=5 outputs results for debuging POST grammars.
N=6 complete outputs results for delgungy POST grammars.
With the options +s0 and +s1, only the best candidate is outputted. With option
+s2, second and following candidates may be outputted, when the
disambiguation process is not able to choose between different solutions with
the most probable solution displayed first. With option +s3, information about
the parsing process is given in three situations: processing of unknown words
(useful for checkinghese words quickly after the parsing process);gssing
of unknown rules and no correct syntactic path obtained (usually corresponds
to new grammatical situations or typographic errors).

+S include tier code S

-tS exclude tier code S
+/-t#Targe_Child - select target child's tiers
+/-t@id="*|Mother|*" - select mother's tiers

9.1 POSTLIST

POSTLIST provides a list of tagsed by POST. It is run on the pokt database
file. The options for POSTLIST are as follows:

+dF this givesthe name oite dat abase to be |listed (defal
+fF specify name of result file to be F.

+m outputs all the matrix entries present in the database.

+r outputs all the rules present in the database.

+rb outputs rule dictionary for the Brill tagger.

+rn outputs rule dictionary for the Brill tagger in numerical order.

+t outputs the list of all tags present in the database.

+w outputs all the word frequencies gathered in the database.

+wb outputs word dictionary for the Brill tagger.

If none of the optios is selected, then general information about the size of the database
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iS outputted.

Multicat categorieprovide a way to pack categories together so as to create artificial
categories that have a longer context (four words instead of thtbe makes some
sense from the linguistic point of view, it is a way to consider that clitics are in faet near
flexions andthat the grammatical values is included in the word (and that in fact 'he is' is
to be considered as different from 'he's’, which is oral language may not be false).
However if | had to redo all this, | would say the clitic / flexion distinction (whateher
theoretical interpretation) should in fact be handled at MOR level, not at POST level.
POST should be get the same normalized forms, not hardcode whether they are different
or dissimilar. This would be more language independent.

The +roption outputsules using the following conventions.

1. pct (punctuation) indicates beginning or end of the sentence.

2. multicat// indicates that the following categories are options

3. the numbers indicate the numbers of contexts for a particular member of the
multicat setfollowed by the numbers of occurrences in that context

4. n:gerund|playGERUND"part|playPRESPv:n|playPRESP=> 3 [0,6,0] means that
play has 3 potential categoriegerund|playGERUND and part|plaPRESPand
v:n|playPRESPand that it was found 6 time in the second category in the training
corpus.

9.2 POSTMODRULES

This program outputs the rules used by POST for debugging RIESTMODRULES is
used to check and modify Brill rules after initial training.

9.3 POSTMORTEM

This progranrelies on a dictionary file called postmortem.cut to alter the gfespeech

tags in the %mor line after the final operation of MOR and POST. The use of this
program is restricted to cases of extreme-pagpeech extension, such as using color
names 8 nouns or common nouns as verbs. Here is an example of some lines in a
postmortem.cut file

detadjv =>detnv
det adj $e => det n $e

Her e, the first |ine wild/| change a seqguence
VoO. The iddc acrhda nigieneidwet adj o to fidet no ju
at the end of the sentenc&he symbol $e represents the end of the utterance.

The rules in POSTMORTEM vary markedly from language to language. They are
particuarly important for Genan, where they are used to flesh out the morphological
features of the noun phrase. In English, they are used to deal with thevarbun
ambiguity problem. For this, the rules chatige codenxto n andvxto v. Thenxandvx
codes are used to make suhat a noun that almost always serves as a verb can still be
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Af orc&anscri bedo as a Moounderstana tiis, yoh leave tofldok e d | a't
in the nx.cut file where you would séiee entry fornxbreak The wordbreakis almost

always a verbput when it is really a noun, then the transcriber can witeeakand

after the running of POSTMORTEM it will appear the %mor line as|break. The

oppositeis true for the words invxcus uch as Avxfathero which i
noun.

POSTMORTEM uses the +a switch to run in three possible modes. If no +a switch is
used, then it does all replacements automatically. Second, if you use the +a switch, then
it inserts the new string after the old one and you can then disambiguate thdile ligle

hand using escagg Third, if you use the +al switch, it will work interactively and you

can choose whether to make each replacement on a case by case basis.

9.4 POSTTRAIN

POSTTRAIN was written by Christophe Parisse of INSERM, Paris. In ordento ru
POST, you need to create a database file for your language. For several languages, this
has already been done. If there is no POST database file for your language or your
subject group, you can use the POSTTRAIN program to create this file. Thetdefaul
name for this file is eng.db. If you are not working with English, you should choose
some other name for this file. Before running POSTTRAIN, you should take these steps:

1. You should specify a set of files that will be your POSTTRAIN training files. You
may wish to start with a small set of files and then build up as you go.

2. You should verify that all of your training files pass CHECK.

3. Next, you should run MOR with the +x| option to make sure that all words are
recognized.

4. You then run MOR on youiraining files. This will produce an ambiguous %mor
line.

5. Now you open each file in the editor and useEse2 command to disambiguate

the ambiguous %mor line.

6. Once this is done for a given file, using the QuRgplace function to rename

%mor to %trn

7. After you have created a few training files or even after you have only one file, run
MOR again.
8. Now you can run POSTTRAIN with a command like this:
posttrain € +o0errcut *.cha
9. Now, take a look at the Oecut file to see if there are problems. tftnyou can test

out your POST file using POST. If the results seem pretty good, you can shift to

eyebased evaluation of the disambiguated line, rather than Esimg. Otherwise,

stick with Esc2 and create more training data. Whenever you are hagjpya

disambiguated %mor line in a new training file, then you can go ahead and rename

it to %otrn.
10.The basic idea here is to continue to improve the accuracy of the %trn line as a way
of improving the accuracy of the .db POST database file.

When develomg a new POST database, you will find that eventually you need to
repeatedly cycle through a standard sets of commands while making continual changes to
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the input data. Here is a sample sequence that uses the defaults in POST and
POSTTRAIN:

mor *.cha +1

posttrain +c +o00err .cut +x *.cha
post *.cha +1

trnfix *.cha

In these commands, the +1 must be used carefully, since it replaces the original. If a
program crashes or exits while running with +1, the original can be destroyed, so make a
backup of the whole directory first before running +1. TRNFIX can be used to spot
mismatches between the %trn and %mor lines.

The options foPOSTTRAIN are:

+a train word frequencies even on utterances longer than length 3.
+b extended learning using Btdlrules
-b Brill's rules training only

+boF  append output of Brill rule training to file F (default: send it to screen)
+bN parameter for Brill rules
1- means normal Brill rules are produced (default)
2- means only lexical rules are produced
3- same as +b1l, but eliminates rules redundant with binary rules
4- same as +b2, but eliminates rules redundant with binary rules
+btN  threshold for Brill rules (default=2). For example, if the value is 2, a rule should
correct 3 errors to be oeidered useful. To generate all possible rules, use a
threshold of 0.
+C create new POST database file with the naostdb (default)
+cF create new POST database file with the name F
-C add to an existingersion ofpost.db
-cF add to an existing POSJatabase file with the name F
+eF the affixes and stems in file F are used for trainifige default name of this file
IS tags.cut. So, if you want to add stems for the training, but still keep all
affixes, you will need to add all the affixes expligitb this list. You must use
the +c switch when using +e.
-e No specific file of affixes and stems isused for training. (This is the default
unless a tags.cut file is presént.
+mN  load the disambiguation matrices into memory (about 700K)
N=0 no matrixtraining
N=2 training with matrix of size 2
N=3 training with matrix of size 3
N=4 training with matrix of size 4 (default)
+oF append errors output to file F (default: send it to screen)
+sN This switch has three forms
N=0 default log listing mismat&s between the %trn and %mor line.
N=1 similar output in a format designed more for developers.
N=2 complete output of all date, including both matches and mismatches
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+tS include tier code S

-tS exclude tier code S
+/-t#Target_Child select targt child's tiers
+/-t@id="*|Mother|*" - select mother's tiers

+X use syntactic category suffixes to deal with stem compounds

When using the default switch form of the error log, lines that begin with @ indicate that
the %trn and %mor had differentmbers of elements. Lines that do not begin with @
represent simple disagmeent between the %trn and the %mor line in some category
assignnent. For example, if %omor hggo:dem”pro:exisand %trn hago three times.
Then +s0 would yield: 3 there €8 {1} pro:dem (2} pro:exist).

By default, POSTTRAIN uses all the affixes in the language and none of the stems. |If
you wish to change this behavior, you need to create a file with your grammatical names
for prefixes and suffixes or stem tags. This fiEn beused by both POSTTRAIN and
POST. However, you may wish to create one file for use by POSTTRAIN and another
for use by POST.

The English POST disambiguator currently achieves over 95% correct disambiguation.
We have not yet computed the levels afwaacy for the other disambiguators. However,
the levels may be a bit better for inflectional languages like Spanish or Itdl@irain
the POST disambiguator, we first had to create a -aammibtated training set for each
language. We created this cogpthrough a process of bootstrapping. Here is the
sequence of basic steps in training.
1. First run MOR on a small corpus and usedHEke2 hand disambiguation process
to disambiguate.
Then rename the %mor line in the corpus to %trn.
Run MOR again to creata separate %mor line.
Run POSTTRAIN withithis command: posttrain +c +o0&ut +x *.cha
This will create a new post.db database.
You then need to go through the Oerrors.cut file line by line to eliminate each
mismatch between your %trn line and the sodéthe %mor line. Mismatches
arise primarily from changes made to the MOR codes in between runs of MOR.
7. Before running POST, make sure that post.db is in the right place. The default
location is in the MOR library, next to ar.cut and cr.cut. HoweVgrpst.db is
not there, POST will look in the working directory. So, it is best to make sure it is
in the MOR library to avoid confusion.
8. Disambiguate the MOR line with: post *.cha +1
9. Compare the results of POST with your hand disambiguation usingx *rctia

oOghr®WN

When using TRNFIX, @ametimes the %trn will be at fault and sometimes %mor will be
at fault. You can only fix the %trn line. To fix the %mor results, you just have to keep
on compiling more training data by iterating the above process. As a rule of thumb, you
eventually wahto have at least 5000 utterances in your training corpus. However, a
corpus with 1000 utterances will be useful initially.
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During work in constructing the training corpus for POSTTRAIN, you will eventually
bump into some areas of English grammar whieeedistinction between parts of speech

is difficult to make without careful specification of detailed criteria. We can identify three
areas that are particularly problematic in terms of their subsequent effects on GR
(grammatical relation) identification

1. Adverb vs. preposition vs. particle The wordsa bout |, across, naft e
back, down, in, off, on, out, oveand up belong to three categories: ADVerb,
PREPosition and ParTicLén practice, it is usually impossible to distinguish a
particle from aradverb. Therefore, we only distinguish adverbs from prepositions.
To distinguish these twawve apply the following criteria. First, a preposition must
have a prepositional object. Second, a preposition forms a constituent with its noun
phrase object, antlence is more closely bound to its object than an adverb or a
particle. Third, prepositional phrases can be fronted, whereas the noun phrases that
happen to follow adverbs or particles cannot. Fourth, a manner adverb can be placed
between the verb and agposition, but nbbetween a verb and a particle

2. Verb vs. auxiliary. Distinguishing between Verb and AUXiliary is especially tricky
for the verbse do andhave The following tests can be applied. First, if the target
word is accompanied by a nonfimiverb in the same clause, it is an auxiliary, ds in
have had enougbr | do not like eggsAnother test that works for these examples is
fronting. In interrogative sentences, the auxiliary is moved to the beginning of the
clause, as irhave | had enoughanddo | like egg® whereas main verbs do not
move. In verbparticiple constructions headed by the vbgyif the participk is in
the progressive tenselghn is smilingy then the head verb is labeled as an
AUXiliary, otherwise it is a VerbJohn is hapy).

3. Copula vs auxiliary. A related problem is the distinction between v:cop and aux
for the verbto be This problem arises mostly when the verb is followed by the past
participle, as il was finished For these constructions, we take the approbah
the verb is always the copula, unless there is a by phrase marking the passive.

4. Communicators. COmmunicators can be hard to distinguishperatives or
locative adverbs, especially at the beginning of a sentence. Consider a sentence such
asthere you g wheretherecould be interpreted as either specifying a locat®n
there is a cailin whichthereis pro:exist

9.5 POSTMOD

This tool enables you to modify the Brill rules of a database. There are these options:
+dF use POST database file F (default ig.eb).

+rF  specify name of file (F) containing actions that modify rules.

+C force creation of Brill's rules.

+Im  reduce memory use (but increase processing time).
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I10GRASIBSyntactic Dependency Anal ys

This chapterwith contributions fromEric Davis, Shuly Wintner, Brian MacWhinney,
Alon Lavie, Andrew Yankesand Kenji Sagaejescribesa system for coding syntactic
dependencies in thEnglish TalkBank corpora. This chapter explains the annotation
system and describes each of the grammatgations (GRs) available for tagging
dependency relations.

10.1 Grammatical Relations

GRASP describes the structure of sentences in terms of pairwise grammatical relations
between words. These grammatical relations involve two dimensions: attachment and
valency. In terms of attachment, each pair has a head and a deperidede
dependeng relations are unidirectional and cannot be used to represent bidirectional
relations. Along the valency dimension, each pair has a predicate and an argument. Each
dependency relation is labeled with an arc and the arc has an arrow which points from the
predicate to angment. Valency relations opeiots for arguments. In English, modifiers
(adjectives, determiners, quantifiers) are predicates whose arguments are the following
nouns. In this type of dependency organizatithhe argument becomes the Hdea
However, in other grammatical relations, the predicate or governor is the head and the
resultant phrase takes on its functions from the predicate. Examples of prodmate
GRs include the attachment of thematic roles to verbs and the attachmdptnatsato

their heads.

Here is an example of the coding of the sentethee big dog chased five cafer
dependencies:
*TXT: the big dog chased five cats.

%mor: det|the adj|big n|dog v|chase - PAST quant|five n|cat - PL.
%gra: 1|3 | DET 2|3|] MOD 3|4| SUBJ 4|0|ROOT 5|6 | QUANT 6|4|0BJ

This notation can be described in this way:

1. The determinethe is the first item and it attaches to the third itdog Here the
determiner is the predicate and the dependent. The GR here is DET or
determination.

. The adjectie big is a predicate that attaches as a dependeddgf The GR here is

MOD or modification.

3. The noundogis the head of the phrasiee big dogand it attaches as a dependent
subject or SUBJ of the predicathased Here we ignore the attachment of the
suffix T edto the verb.

4. The verbchasedis the root of the clause. It attaches to the zero position which is
the Arooto of the sentence.

5. The quantifieffive attaches to the nowatsthrough the QUANT relation.

6. The nouncatsattaches as a dependenthe verbchasedhrough the OBJ or object
relation.

N

The following diagram describes the senteli¢e eat the cheese sandwigtaphically
through arcs with arrowheads instead of through the numbering system:
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[Leftwalll We eat the cheese sandwicﬁ

This picture is equivalent to this notationtive numbering system:

*TXT: we eat the cheese sandwich.
%mor: pro|we v|eat det|the n|cheese n|sandwich .
%gra: 1|2|SUBJ 2|0|ROOT 3|5|DET 4|5|MOD 5|2|0BJ

The creation of these %gra notations, either by hand or by machine, depends on three
levelsof representation.

1. Words must be consistently coded for the correct part of part of speech on the %mor
line. For English, the relevant categories are given in the MOR grammars. The
major categories are adjective, adverb, pronoun, noun, and verb. Hptheverare
many additional subcategories. Compounds are treated as single units given in their
main part of speech by MOR.

GRASP makes use oflargeset of grammatical relations (GRgjven below.

GRs apply to phrases or clusters of words conndgttedigh dependency relations.

The most import phrasal types are: noun phrase, verb phrase, absolute phrase,
gerund phrase, auxiliaryhpase, and infinitival phrasd.o achieve attachment to
heads, phrases must be represented by one of their componeat t&ms. In

some structures this can be a relativizer or conjunction; in oiheen be the main

verb of thesubordinate clause.

The following is a comprehensive list of the grammaticelations in the GRASP
annotation scheme. ExamplRs as well agelations to similaGRs are providedIn this
annotation scheme, C refers to clausal and X refers teynon t usal dhisalist is
divided into relations with the predicate as head and relations with the argument as head.
In the examples, the dependé&nmarked in italics.

W

10.2 Predicateheadrelations

First, we list the relations in which the dependent attaches to a head that serves as the
predicate. In many of these relations, the head is the verb. Thgradion of a verb
with its arguments, includg the SUBJ argument, constitutes a verb phrase.
1. SUBJect i dentiyes the subject of cl ause,
Typically, the head is the main verb and the dependent is a nomina¥o&&at
with your spoon.
2. ClausalSUBJect = CSUBdient i yes the ynite clausal s u
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The head is the main verb, and the dependent is the main verb of the clausal
subject. An alternative analysis of these structures would treat the subordinator
At hat o as t he hea dcricerdedmolied BushS UB J . Ex:

3. OBJect i dent i for direct objécef a yerbsThe heddl jis ¢he main
verb, and the dependent is a nominal or a noun that is the head of a nominal
phrase. A clausal complementagbn should be denoted by COMiyt OBJor
OBJ2. Ex: You read thieook

4. OBJect2 = OBJ2 identifies the second objecindirect objectof a ditransitive
verb, when not introduced by a preposition. The head is a ditransitive verb, and
the dependent is a noun (or other nominal). The dependentomuise head of a
required norclausal and nonprepositional complement of a verb (head of OBJ2)
that is dso the head of an OBJ relatidBx: He gaveyou your telephoneWhen
the indirect object is in a prepositional phrase, it is just coded as a pi@palsit
phrase.

5. COMPlement identifies a clausal complement of a verb. The head is the main
verb of the matrix clause, and the dependent is the main verb of the clausal
complement. Eamples | think thatwasFraserY o u 0 r e ggandomngy toe. o
| told you togo. Eve, you stophrowingthe blocks.

6. PREDicate identifies a predieahominal ompredicateadjectiveof verbs such as
be andbecomeThe predicate can also be an embedded clause, antig¢hadof
that clauseis the verb. PREDshould not be confusedith COMP, which
i d e n thecygngement of a verbf there is a relativizer, it attaches to the verb
of the embedded clause through the LINK relatiemamples | 6 sure rHe is
adoctor. This is how Idrink my coffee.My goalis towin the competition.

7. ClausalPrepositionalOBJectGPOBJ indentifies a full clause that serves as the
object of a preposition. The verb of the clause attaches to the preposition which is
the headHere, again, the relativizer attaches to the vérthe subordinate clause
through the LINK relation.E x : | 6 m almwt wHatusuear asking

8. ClausalOBJect £0BJ indentifies a full clause that serves as OBJ. The verb of
the object clause attaches to the main verb which is the head. Here, again, the
relativizer attaches to the verb of the subordinate clause through the LINK
relation. Ex: | remembewrhat you aid.

9. PrepositionalOBJect = POBJ is the relation between a preposition and its object.
The head is a preposition, and the dependent is typically a noun. The traditional
treatment of the prepositional phrase views the object of the preposition as the
head &the prepositional phrase. However, we are here treating the preposition as
the head, since the prepositional phrase then participates in a further JCT relation
to a head verb or a NJCT relation to a head noun. Ex: You want to sit on the
stool?

10. SeRiaLidentifies serial verbs such as go play and come see. In English, such verb
sequences start with eitheosmeor go. The initial verb is the dependent, and the
following verb is the head and typically the root of the sentenceCamiesee if
we can find it Go play with your toys over thereThis relation can also be used
when children overuse the pattern in forms with omitted infinitives suctaas
see, try golt is not used with auxiliarjnave although sometimes it seems that it
could be.

Tha
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10.3 Argumentheadrelations

Relations in which the arguments (rather than the predicates) serve as the heads include
relations of adjunction and modification.

1. adJunCT = JCT identifies an adjunct that modifies a verb, adjective, or adverb.
This grammatical relation covers a wide variety of structures whose exact form is
best understood by noting the specific parts of speech that are involved. In these,
the adjunt is the predicate, since it opensvalency slot for something to attach
to. The head of JCT is the verb, adjective or adverb to which the JCT attaches as
a dependent. The dependentypically an adverb oa preposition (in the case of
phrasal adjunctsheaded by a preposition, such as a prepositional phrase).
Occasionally, a locative noun may function as an adjunct, aswagtn he was
going all the way homeAdjuncts are optional, and carry meaning on their own
(and do not change the basic meaning of their JCT heads). Verbs requiring a
complement describing location may be treated as prepositional objects, in which
case the I0OBJ relation applies (see aboke).:  Tnluehbefies. He ramvith a
limp. T h aredlysbig.

2. Clausalcod unCT = CJCT identi f i eosrdirmtivglytoiat e c | au
verb, adjective, or adverb head. The dependaheisnain verb of theubordinate
clause and this clause athes to the root verb of the main clau3ée
conjunction uses the LINK relation and attaches to the verb of the subordinate
clauseEx: We <canodot isgonaWhenttwo clauses are combinedt
with and CJCT is the link between the main verbtbé second clause and the
first. However, this relation should not be used if the subject is not repeated, as in
John runs 5 miles, and swims one every.daystead, this is a case of a
coordinated verb.

3. XadJunCT = XJCT identifiesangnn i t e d &ttachestcea verlh) adjective,
or adverb. The dependent is typically the main verb of aynani t e subor di na
clauseThere is usually no conjunction for the&x: Running to the carriag she
lost her slipper. Notehis construction can be confuseithwones in which a PP
or adverb intervenes between an auxiliary and its participle, aBs &6 s out si de
sleeping in the carriageHowever, when the main verb is a copula, asimer e 6 s a
man sleeping in the cathen XJCT is appropriate.

4. Nominal adJunCT = NJCT identifies the head of a complex NP with a
prepositional phrase attached as an adjunct of a noun. Note that, if a prepositional
phrase attaches to a verb, the relation is JCT and not NJCT. In a sense, this
relation is a cross betwa JCT and MOD. Ex: The mavith an umbrella arrived
late.

5. MODiyer idealtatsa&ls o mibismshoduld mood lekiconfased
with the part of speech code with the same name for modals. The link of modals
to the main verb is coded as AUXThe head is a noun, and the dependent is
typically anadjective or another noun, including a posses$ixe Would you like
grapej ui c e ? nidebox.Tha® 3 @ h sticks

6. POSTMODi yer identifies a postposed nomi ne
the degndent is a following adjective. Ex: | will dig a hdigger than a foot.

Often these expresesultative relations, as in | painted the begd Sometimes
they occur after intervening material, as in He pulled her out of the safter
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7. POSSessive issed for the relation between the English possessive suffix and the
head nounThe head is the nouithe introductionof this relation is requiretb
avoid problems in processing the verb clitics that take the same phonological
shape. Ex: Jolinbook.
8. APPogtive identifies the relation between an appositive phrase and its head. Ex:
Barack Obama, President of the United Statéiscan also be used to link a
topicalized noun to a following pronoun. Ex: John, he really likes waffles.
9. Cl ausal MODiyertifi @8OR iythen e <cl ause that
(such as a relative clause) or complement. The head is a noun, and the dependent
i s typically a ynit e found mhisrelaBoncandsebee ar e t
used when the head is an adjective. Ex: He was happgund the girl
10.XMODi yer i deynniitfe esl ausneont hat i's a nomin
relative clause) or complement. The head is a noun, and the dependent if/typical
anony ni t e ver b. takeanap.llsawé snamunningaway. o
11.DETerminer identifiesthe relation between a determiner and its headn.
Determiners includéhe a, as well as (adjectival) possessives pronommsyour,
etc) and demonstrags (his, those et c) , butall,samgangetcant i yer s
see QUANT below). Typically, the head is a noun and the dependent/governor is
a determiner. In cases where a word that is usually a determiner does not have a
head, there is no DET relatidix: | wantthat cookie.

12QUANTI yer identifies a nominal guantiyer
Typically, t he head is a norssometimasrad t he d
adverb I n cases where a quantiyer has no hi

English, the MOD, DET, and QUANT relations have largely the same syntax.
However, within the noun phrase, we occasionally that they are ordered as
DET+QUANT+MOD+N. Ex: These are myhreeripe bananas.

13.PostQuantifier = PQ is the relation between atgoantifier and the preceding
head nominal. Ex: Wheotharrived late.

14. AUXiliary identifies an auxiliaryor modalof amain verb The head is a verb, and
the dependent is an auxiliary (such as be or have) or a modal (seeln as
shoulg. Ex:Canyoudo it?

15.NEGation identifies verbal negation. When the waorat (contracted or not)
follows an auxiliary or modal (or sometimes a verb), it is the dependent in a NEG
relation (not JCT), where the auxiliary, modal or verb (in the absence of an
auxiliary or malal) is the headex: Mommy will notread it.

16.INFinitive identifiesthe relation betweentheny ni t i v a landpgha vetbi c | e (t
to which it attachesThe head is a verb, and the dependent is alteays E x : He 6 s
goingto drink the coffee.

17.LINK identifies the relation between a complementizéivaf), relativizer (vho,
which) or subordinate conjunctiofincludingand) and the verbn the subordinate
clauseto which it attachesThe verb of the subordinate claua#taches to the
main verb ina CJCT CMOD, COBJ, CPOBJ,PRED, or COMPrelation. Ex:
Wait until the noodles are cool.

18.TAG is the relation between the finite verb of a tag question and the root verb of
the main clause. Ex: You know how to couhtp ny@u® English and Portuguese
have this structurdgut many other languages do not.
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10.4 Extra-clausalelements

In these relationghe dependent is@ausalmodifier. Theseshould be linked to the root.

1. COMmunicator identifies a communicator (suchhas, okay, etc)or a vocative
when it occurs inside an etance. When these occur at the beginning or end of
utterances, then use BEG and END instd&e head of COM ighe ROOT.

2. BEGIn identifies an initial clauseexternal element, such asvacative or topic.

The headof BEG is i 0. Bx: Eve are you coming”BEG is marked in the main
l i ne with a foll owi nhg %mor Ima as ldoegh Tde S
BEGP relation is linked to BEG.

3. END identifies a finalkclauseexternal postposeelement including sentence final
particles, final vocatives, final intactionals, and single word tags likght?

Like COM, but unlikeBEG, the headof the END is the ROOT. This is done,
because the parser works better in this viedyD is marked in the main line with

a preceding A mar k t hasteniindp Ex: Saine thoreo n
cookies,Eve?

4. INCompletdROOT identifies a word that serves as the root of an utterance,
because the usual root forms (verbs in English) are missing. This form could be a
single word by itself (adverb, communicator, noun, adjectivea avord with
additional modifiers, such as the nadiogin the big dogwhen it occurs by itself
without a verb. It may appear that there could be more than one of these in an
utterance, as iwell, sure However, in this casevell should be marked asCO
that is dependent sure

5. OMiissionis used wherellipsis or omission leaves determinersotiier modifiers
without heads. fiey shouldhenbe attached to the most local predicate using the
OM relation.

10.5 Cosmetic relations

There are several relatiotisat are just used during transcription to assist in the accurate
training of the GRASP tagger:

1. PUNCTuation is the relation between the final punctuation marlR&@T.

2. LP (local punctuation) is the relation between quotes or commasowarall
structure Commas delimiting clauses should be linked to the root. Each comma
in an ENUM series should be linked to the previous word. Beginning and ending
guote mar ks should be |linked to fA00.

3. BEGPIis the relation between tije mand theBEG.

4. ENDPIs the relatio between thé mark and th&ND.

5. ROOT This is the relation between the topmost word in a sentence (the root of the
dependency tree) and the LeftWallr . iii&® dopmost word in a sentence is the
word that is the head of one or more relations, but isthetdependent in any
relation with other words (except for the Leftwall).

Series relations Some additional relations involve processes of listing, coordination,
and classification. Isome ofthese, the final element is the head and the initial elament
all depend on the final headdowever, in coordinations, we take the first element as the
head.

t

c

he

0C
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1. NAME identifies a string of proper names such as Eric Davis and New York
Central Library. The initial name is the dependent, anddihewing name is the
head. Ex: My name iJomJones.

2. DATE identifies a date with month and year, month and day, or month, day, and
year. Examples include: October 7, 1980 and July 26. For consisteitity
compounds and NAMEwe regard the final element in these various forms as the
head. ExOctoberseventmineteeminety.

3. ENUMeration involves a relation between elements in a series without any
coordination based on a conjuncti@nd, but, o). The series can contain lete
numbers, and nominals. The head is firs item in the series, and all the other
items in the enumeration depend on first word. Ex: onetwo, threg four.

4. CONJ involves a relation between a coordinating conjunctionttzendluster of
precedingconjoined itemghat has been combined with ENUMor example, in
the phrasd walk, jump, and runthe itemswalk and jump are combined by
ENUM so thatwalk is the head. The conjuncti@nd then attaches twalk with
the CONJ relationThe resultant phrasvalk, jump ands then further linked by
the COORD relation to the final elemean. Ex: Iwalk jump and run.

5. COORD involves an attachment ofiaal coordinated elememd the conjunction
For example, in the sententavalk, jump, and runthe verb run is attached to
and Note: When the worcnd functions as a subordinating conjunction, it is
treated as having a LINK relation to the verb of its clause. In this case, it is not
conjoining phrases but whole clausds. the neither X nor Yandeither X or Y
constructions, the wordseither, nor, eitherandor are treated as coord by MOR
and each coord words links to the following content word (noun, verb, or
adjective) with COORD. Then the first content word links to the second with
ENUM.

10.6 MEGRASP

MEGRASP is the CLAN command that creates a %gra line based on the forms in the
%mor line. MEGRASP uses a maximum entropy classifier system encoded in the
megrasp.mod database file to create a dependency parsing based on binary grammatical
relations.To visualizethese dependencigsaphically you can triple click on a %gra line

and CLAN will run a web service thgiroduces labelledyraph structureon your
computerscreen. The figures in the next chapter are screengrabs taken from those
displays.

To create a new megrasp.mod database file, you can run MEGRASP in training mode
used thé't switch. In that case, your training corpus must contain a gold standard %grt
tier to control training. The program uses these options:

-e . evaluate accuracy (inputd must contain gold standard GRs)

-t:  training mode (parser runs in parse mode by default)

-iN:  number of iterations for training ME model (default: 300)

-cN: inequality parameter for training ME model (default: 0.5).

+fS: send output to file (programilvderive filename)

+re: run program recursively on all sufirectories.
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11Bui l ding a training corpus

Once a megrasp.mod file has been created by running MEGRASP in training mode, the
creation of the %gra line follows automatically in the chain of MPBST
POSTMORTEMMEGRASP. However, to produce accurate tagging it is important to
haveproperly tagged GRm the training corpus. To do this accurately involves making
consistent decisions for certain GRs that are easy to confuse. This chapter provides
illustrations that can help in making these choices between competing GR assignments.

11.10BJ andOBJ2

OBJect identifies the direct lgect or first object of a verbAs with SUBJ,OBJ should
be anominal phrase. If itsi a clausef is COBJ. The head of OBJ is thesxb for which it
is acting as a diredbject.

ROOT
PUNCT

the worker pushes the box .

*PAR: the worker pushes the box .
%mor: art|the njlwork&dv-AGT v|push-3S art|the n|box .
%gra: 1|2|DET 2|3|SUBJ 3|0|JROOT 4|5|DET 5|3|OBJ 6|3|PUNCT

OBJect2identifies the indirect object or second object of a verb, if ibisimroduced by
a prepositionThe head of OBJ2, like OBJ, isthe verbforavtin it 6 s acti ng as &
object. Here is an example with both OBJ and OBJ2:

the child gave the dog a treat .

*PAR: the child gave the dog a treat .
%mor: art|the n|child v|give-PAST art|the n|dog art|a n|treat .
%gra: 1|2|DET 2|3|SUBJ 3|0JROOT 4|5|DET 5|3|0BJ2 6|7|DET 7|3|OBJ 8|3|PUNCT

The verbgavetakes three arguments hefidhe SUBJ ischild, the OBJ igtreat and the
OBJ2 isdog OBJ2 is only used in case such as this where the beneficiary is not included
in a prepositional phrase, astive child gave a treat to the dol this latter casdp the

dogis treated as an adjunct to the verb. Ttmges as a JCT tgave anddogties as a
POBJ tato.
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ROOT

the child gave a treat to the dog .

*PAR: the child gave a treat to the dog .
%mor: art|the n|child v|give-PAST art|a n|treat prep|to det|the n|dog .
%gra: 1|2|DET 2|3|SUBJ 3|0|ROOT 4|5|DET 5|3|0BJ 6|3|JCT 7|8|DET 8|6|POBJ 9|3|PUNCT

11.2JCT, NJCT and POBJ

adJunCT = JCT identifies an adjunct that modifies a verb, adjective, or adverb (but not
a nouni see section¥The head of JCT is the verb, adjectiveadwerb it modifiesThis
covers a very wide range of grammatical structures, but the wiwich is the dependent

in the JCT relationis typically a preposition or adverbifferentiating the type of JCT
can be done by using searches that include theopagieech of the head on the %mor
line. JCTs very commonly head up prepositional phrases. (Ard@y also be a nouin
some casesuch asvayin she walked all the way home

Nominal adJunCT = NJCT identifies an adjunct that modifies a noun rather than a verb,
adjective, or adverb. Otherwise it behaves the same as JCT, able to take a POBJ and so
on. The head bNJCT is the noun it modifies. Here is an example:

she is a friend of my sister .

*PAR: she is a friend of my sister .
%mor: pro:sub|she cop|be&3S art|a n|friend prep|of pro:poss:det|my n|sister .
%gra: 1|2|SUBJ 2|0|ROOT 3|4|DET 4|2|PRED 5[4|NJCT 6|7|DET 7|5|POBJ 8|2|PUNCT

Prepositional OBJect = POBJ identifies the noftlausal nominal object of a
preposition, such atown in the phrasearound town Clausal preposition objects are
coded as CPOBJhe head of POBJ is the preposition on which tioeninal object
depends.

Note: JCT and POBJ also work together to describe phrasal verbs, despite the fact that
their functionis not truly adjunctive. For example, in the sentelnedook out the trash
outis tied totookas a JCT anttashis tied tooutas a POBJ.
This isnbt a strictly aauicthetrasliseot gnaoptisnal of t he
constituent hererather,the trashwould be more properly understood as an OBJ to the
phrasal vertiook out Howeverbecause of the difficulties GRASP has in disambiguating
these two cases, it moreconsistento treat this as a JEFOBJ construction.

Note: When a prepsitional phrase acts as the predicate e aonstruction, treat it as a
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JCT (and a POBJ, if there is one). A simple example woughbes in the boathouse
You might find it counterintuitive to tién to is as a JCT there, sinee the boathouse

is, agai n, not an optional constituent. ( As
tempting to callin the boathousea PRED.)l t rdase consistent to treat prepositional
phrases this way, though, even when theyore

I really messed up that test.

*PAR: | really messed up that test.
%mor: pro:sub|l adv|real&dadj-LY vimess-PAST prep|up det|that n|test .
%gra: 1|3|SUBJ 2|3|JCT 3|0|ROOT 4|3|JCT 5|6|DET 6]4|POBJ 7|3|PUNCT

First, note the adventeally tying as a JCT to the verb it modifiesgessedOtherwise, the

purpose of this example is demonstrating how to diagram a phrasal verb in GRASP. As

you can see, the way to handle the phrasal merbsed ufs to treatup that testas an
adjuncttomessed even though thatdsaca sl ight compr on

PUNCT

Peter is outside the tower .

*PAR: Peter is outside the tower .
%mor: n:prop|Peter cop|be&3S prep|outside art|the n|tower .
%gra: 1|2|SUBJ 2|0|ROOT 3|2|JCT 4|5|DET 5|3|POBJ 6|2|PUNCT

A straightforward subjedbe-PP constructionoutside the toweis treated as a JCT ts

in order to maximize consistency in the treatment of prepositional phrases, allowing for
the fact that this leaves the copigan the strange position of not appearing to take any
predicate.Such structures can be searched by looking for copulas IP®QE&D.

11.3PRED

PREDicate identifies a nominal or adjectival predicate. This is usually an argument of
the verbbe although other verbs such lascomeandgrow (in the sense dfgrow weary

of your complaintscan also take a predicate. The head of PREDBeiverb of which it is

an argument-ere is a simple adjectival predicate.
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you became wiser.

*PAR: you became wiser .
%mor: pro:sublyou vlbecome-PAST adj|wise-CP .
%gra: 1|2|SUBJ 2|0|ROOT 3|2|PRED 4|2|PUNCT

PRED also participates along with SUBXirh e qarexXacenstuctions. Treathereas an
existential pronoun in these constructions, tying it tobtheerb as a SUBJ. Then tie the
introduced noun phrase to theverb as a PRED. (Do the same fioe r-an&3 Here is
an example:

PUNCT

there’s a ghost in the cloakroom .
*PAR: there's a ghost in the cloakroom .
%mor: pro:exist|there~cop|be&3S art|a n|jghost prepl|in art|the n|+n|cloak+n|room .
%gra: 1|2|SUBJ 2|0|ROOT 3|4|DET 4|2|PRED 5|4|NJCT 6|7|DET 7|5|POBJ 8|2|PUNCT

11.4AUX

AUXiliary identifies an auxiliary or modal of a main verb, suclcas or should The
head of AUX is the lexical verWhenmultiple AUXes are presentduld have guessid
each again ties individually to the main verb, donsistency(None of the AUXes tie to
each other.) Here is asimple auxiliary constructionAlthough can carries the tense
information, the ROOT of the sentence is still the main Vieellp. As mentioned above,
lawyerties directly tohelpas the SUBJ (it does not tie¢an, the AUX).

PUNCT

the lawyer can help us .

*PAR: the lawyer can help us .
%mor: art|the n|lawyer mod|can v|help pro:obj|us .
%gra: 1|2|DET 2|4|SUBJ 3|4|AUX 4|0|ROOT 5|4|0BJ 6/4|PUNCT
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11.5NEG

NEGation identifies a verbal negator; i.@ot (including its contracted formn §. tin
modern English, the presence of a NEG is nearly always accompanied by an AUX, a
form of be as a main verbs(h e i s n)) or sometimes ra garticipleqnsider not
telling anyone thgt NEG can also in some cases negate a relativizer (see section 10 for
details on this)The head of NEG is th&UX, verb, or relativizer it negates.

don’t you enjoy the theatre ?

*PAR: don't you enjoy the theatre ?
%mor: mod|do~neg|not pro:sublyou v|enjoy art|the n|theatre ?
%gra: 1|4]AUX 2|1|NEG 3]|4|SUBJ 4|0|ROOT 5|6|DET 6]4|0BJ 7|4|PUNCT

This demonstrates an AUXeadi ng question as well as a ne
no differentfromy ou donét e hystoearrahgede Thé MEES dids toehe AUX,
not the main verlenjoy.

11.6 MOD and POSS

MODifier identifies a norclausal modifier which precedes the noun it modifies. ®his
usuallyan adjective, a possessive, or another noun (g inookie factorywherecookie
is a MOD tofactory). The head of MOD is the noumeing modified When multiple
MODs modify the same noun, each ties to that noun separktedy is asimple MOD
constrution. Boththe DETa and the MODnewtie individually toapartment(a does not
tie tonew).

PUNCT

then we’ll find a new apartment .
*PAR: then we'll find a new apartment .
%mor: adv:tem|then pro:subjwe~mod|will v|find art|a adj|new n|apartment .
%gra: 1|4|JCT 2|4|SUBJ 3|4|AUX 4|0|ROOT 5|7|DET 6[7|MOD 7|4|0BJ 8|4|PUNCT

POSSessivadentifies the relation between the English possessive suffix and the noun it
affixes to, such agd ;1 J o h n 6 sThebhean kf POSS is the notmwhich it attaches
(Johnin the given example, ndtook. The affixed noun then ties as a MOD to the noun

it specifies (saJohnties tobooR. In this next example;6 sies to Sarahas a POSS,
while Sarahties topieceas a MOD {reatestalso ties tieceas a separate MOD).
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this is Slrlh greates lpl ece in the \hlhllun

*PAR: this is Sarah's greatest piece in the exhibition .

%mor: pro:demi|this cop|be&3S n:prop|Sarah~poss|s adj|great&SP n|piece
prep|in art|the n|exhibition .

%gra: 1|2|SUBJ 2|0|JROOT 3|6|MOD 4|3|POSS 5|6|MOD 6|2|PRED 7|6|NJCT 8|9|DET
9|7|POBJ 10|2|ROOT

11.7CONJ andCOORD

The relations of CONJ and COORI@nly apply to norclausal coordination or
combination. These relationse the coordinatorand andor ([scat coord]).The use of
conjunctions([scat conj])to link subordinate clauses withain clauses is described by
the LINK relation, discussed latetCONJ and COORD work together in the following
way.

COORD first links the last element of a conjoined series to the coordinator.

CONJ then links the coordinator to the preceding element or enumerated el&oent.
example,in the phrasdold and eloquent womafirst eloquentties toandas a COORD
thenandties tobold as a CONJfinally bold ties towomanas a M. The overall effect
is to unitebold and eloqueninto one constituent headed by its first elembotd which
then modifiesvoman

Here isanexample of a sentence with two COR®OORD constructions. There are three
conjoined verb phrases. The first oserimped serves as the ROOT, while the other
two, savedandbought are first combined through COORD atien linked to the main
verb through CONJ.

2020 Bm® Q=0 O

LOM OBJ o557

\ e

T PUNCT i

@

SUBJ
ROOT_
/

§

she scrimped and saved and bought a car .
*PAR: she scrimped and saved and bought a car .
%mor: pro:sub|she v|scrimp-PAST conj|and v|save-PAST conjland v|buy-PAST art|a n|car .
%gra: 1|2|SUBJ 2|0|ROOT 3|2|CONJ 4|3]|COORD 5|2|CONJ 6|5|COORD 7|8|DET 8|6|0BJ
9|2|PUNCT

11.8ENUM

ENUMeration joins a series of elements that are not linked through COORD. Each
element is linked to the first item in the series which serves as the head. The series could



Part 3: Morphosyntax 64

have any length, as occurs when children recite the letterge afipphabet or count to 20.
In some cases the series will end with a coordinator and final element, but the items
before the coordinator are still in an enumerated sexgemwe laughed, schmoozed, had
a great time

Here is an example of a series wio items [elpful, consideraje with a final
coordination &nd professionai

‘ SUBJ ’\'Ru) %‘ ‘ , ‘ “"’RD @

RO(” \‘l:\L\I e
- CONT =

—__PUNCT —

Ron is helpful , considerate , and professional .
*PAR: Ronis helpful , considerate , and professional .
%mor: n:prop|Ron cop|be&3S adjlhelpful cm|cm  adj|considerate cm|cm  conjland
adj|professional .
%gra: 1|2|SUBJ 2|0]JROOT 3|2|PRED 4|3|LP 5|3|ENUM 6|5|LP 7|3]CONJ 8|7|COORD
9|2|PUNCT

ENUM can also bind together more complex phrases as in the following example where
it binds togetheneither the pink onandnor the blue onénto one constituent headed by
[pink] one, which @n then act as the SUBJ of the sentence. Eacleitferandnor is

tied to its corresponding item as a COORD, and fb&re] oneis tied to[pink] one as

an ENUM.
‘ MOD. ’ ‘\ ‘ ‘ _DET_ @ J(u' @
N s A
~_ _ DET __ /‘ ~_PUNCT__~
—— (()()RI) S e (()()Rl) = / ,/’/ / e
\ P—— \\ \'\,,\\ 5L BJ t,,j/»' = / /
\‘\\\\\ SR _ENUM /
e =

S s — NN _ROOT B

neither the pmk one no nh blue one fits well .
*PAR: neither the pink one nor the blue one fits well .
%mor: conj|neither art|the adj|pink njone conj|nor art|the adj|blue njone v|fit-3S adv|well .
%gra: 1|4|COORD 2J|4|DET 3|4|MOD 4|9|SUBJ 5|8|COORD 6|8|DET 7|8|DET 8|4|ENUM
9|0JROOT 10|9|JCT 11|9|PUNCT

Here is another example in whighe entire phrasas quiet as a mousg bound into one
constituent, with the PRERQuietas its head. This is accomplished by tying ezxto its
corresponding item as a COORD, and then tynayseo quietas an ENUM.

be as quiet as a mouse .

*PAR: be as quiet as a mouse .
%mor: v|be prep|as adj|quiet prep|as art|a njmouse .
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%gra: 1|0JROOT 2|3|COORD 3|1|PRED 4|6|COORD 5|6|DET 6|3|ENUM 7|1|PUNCT

11.9POSTMOD

POSTMODifier identifies a postposed nominal modifier, which might be either an
adjective or another noun. POSTMOD can express resultative relatipasnted the
barnred | et 6 s keep i)tandacanpalsa seraet when a fmbdiying phrase
gravitates toward the end of the phrase due to $ieed(g a hole wider than a pickup
truck). There may be intervening content in the sentesice (nade it out of theabnted
house alivewherealive is a POSTMOD tshg. As with MOD, the head of POSTMOD

is the noun it modifies.

POSTMOD

PUNCT

I’ve never met anyone smarter .

*PAR: [I've never met anyone smarter .

%mor: pro:sub|l~aux|have adv|never partjmeet&PASTP pro:indeflanyone
adj|smart-CP .

%gra: 1|4|SUBJ 2|4|AUX 3|4|JCT 4|0|ROOT 5|4|0BJ 6|5|POSTMOD 7|4|PUNCT

This is a very basic instance of POSTMOD, whermart modifies anyone but is
postposed.

you're kind_of making me nervous .
*PAR: you're kind_of making me nervous .
%mor: pro:sublyou~aux|be&PRES adv|kind_of partjmake-PRESP pro:obj|me
adj|nervous .
%gra: 1|4|SUBJ 2|4|AUX 3|4|JCT 4|0|ROOT 5|4|0BJ 6|5|POSTMOD 7|4|PUNCT

making me nervousxhibits a resultative relationshimeties as an OBJ tmaking while
nervous the resultative complement, tiesieas a POSTMOD. Other verbs lilkget,
keep,andput can participate in similar constructions (eggt the crowd excited, keep it
secret put the blazer on
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'\,,,; DET _~

~POSTMOD_ /

—_— _ PUNET I

she burned the whole boat , oars and all .
*PAR: she burned the whole boat , oars and all .
%mor: pro:sub|she v|burn-PAST art|the adj|whole n|boat cm|cm n|oar-PL conjland pro:indef|all .
%gra: 1|2|SUBJ 2|0|ROOT 3|5|DET 4|5|MOD 5|2|0BJ 6|5|LP 7|5|POSTMOD 8|7|CONJ
9|8|COORD 10|2|PUNCT

Here we see a detached phrasss and all serving to add information tooat yet not
explicitly connected to it by aocartoboatas or prep
a POSTMODand allthen connect toar using standard CONGOORD relations.

The trickiest question is where to tie the comma. Strictly speakingsth& a list, but
the whole boat, oars and adlill gives the impression of being one large constituent in
the sentence, so tying the comma all the way back to the root (as one would if the comma
were separating distinct clauses) is unsatisfactory. ddsteeat it as you would a list,
tying the comma to the precedibgat to preserve the constituency tbe whole boat,
oars and all

POSTMOD can also be used in sentences suttireasoman leapt up, hat askeiere
hat askewcreates an unusual problesince it appears syntactically to belong to the
sentence, yet is not explicitly tied in with a preposition or a verb. Use the POSTMOD
category to tie the Al ooseod MKa&shauld tiettdie pr ec
womanas a POSTMOD. hbwiththe¢ appositive AlPB, evhette two NPs act
as alternating names for the same entity.

11.10COMP, LINK

COMPIlement identifies a finite clausal complement to a verb, such as a subordinate
clause introduced by a verb lilsay, knowor think (t h ey k n oen). We aine h
verb of thissubordinateclause, being its topmost element, is the itdwat should be
classed as COMPThe head of COMRs the verb for which the clause is acting as a
complementHere is an example of COMP without LINK:

I can’t believe you helped him .
*PAR: | can't believe you helped him .
%mor: pro:sub|l mod|can~neg|not v|believe pro:subj|you v|help-PAST pro:obj|him .
%gra: 1|4|SUBJ 2|4|AUX 3|2|NEG 4|0|ROOT 5|6|SUBJ 6[|4|COMP 7|6|OBJ 8|4|PUNCT

LINK identifies a word in a number of categories that can introducecadinate clause,
such as complementizerthdt in | hear d t hat), nelativizerd Wwhginthee n i t
girl who told me about the concgriand subordinate conjunctionsniessinwe 6 r e f i ne



Part 3: Morphosyntax 67

unless the power goes dudne of the uses of LINK is to atude the complementizer in
a COMP clause, as in this example, which atdsto the previous example:

NEG / @ ‘ l _OBI_ /. @
/ ‘ & : 5
+ ),
L

AUX __LINK

@‘ /// = //
—  _ ROOT _— o L PUNCT __—
—PUNCT

I can’t believe that you helped him .
*PAR: | can't believe that you helped him .
%mor: pro:sub|l mod|can~neg|not v|believe rel|that pro:subj|you v|help-PAST pro:obj|him .
%gra: 1|4|SUBJ 2|4|AUX 3J2INEG 4|0|JROOT 5|7|LINK 6]|7|SUBJ 7|4|COMP 8|7|OBJ
9|4|PUNCT

LINK is also used to join a subordinating conjunction to the verb of a subordinate clause.
*** example missing ***

Sometimes such clauses can appear without main clausass.ex&mple, arEnglish
speaker maysay unless the power goes oah its own, in which casenlessis still
classed as a LINK. This is especially common with sentences beginningtheith
coordinatorsand but, or, etc. In all these cases, thead of LINK 5 the main verb of its
clause.

11.11QUANT andPQ

QUANTIfier identifies a nominal quantifier, such asanyor several Numbers that
guantify nouns also fall into this categotiree foxey as do distributive terms likeach
andany. However, in all these cases, the QUANT must be modifying a noun phrase; if
there is no noun phrase being modified, then the quantifier is presumably acting as a
pronoun and should be classified as such. (For exampdepime s ay h®fbes a tr ai
is the SUBJ, not a QUANT.)
Like MODs, QUANTs do not stack when they quantify the same noun phrase, nor do
they interact with MODs or a DET. All tie individually to the head nolihe head of
QUANT is the noun it modifies.
Here is an examplavith two cags of QUANTs modifying noun phraseswo and
some Just i ke DET, QUANT doesnodt interact
separately to the noun it quantifies, while MOD does the saméw&tes toonions
here, notellow

() Q O Q ..’Q OO ®

s AUX__ — 0B S_QUANT _—~ “_COORD __~

R()Ul =
@7 —_— e il

could you grab me two yellow onions and some carrots ?
*PAR: could you grab me two yellow onions and some carrots ?
%mor: mod|could pro:sublyou v|grab pro:objime det:num|two adj|yellow n|onion-PL conj|and
gn|some n|carrot-PL ?
%gra: 1|3JAUX 2|3|SUBJ 3|0|ROOT 4|3|0OBJ2 5|7|QUANT 6|7|[MOD 7|3|0OBJ 8|7|CONJ




Part 3: Morphosyntax 68

9]10|QUANT 10|8|COORD 11|3|PUNCT

Here is an example with two QUANTSs and MOD linked to a single head:

PUNCT

Maisie picked up some more new skills .
*PAR: Maisie picked up some more new skills .
%mor: n:prop|Maisie v|pick-PAST prep|up gn|some gn|more adj|new n|skill-PL .
%gra: 1|2|SUBJ 2|0|ROOT 3|2|JCT 4|7|QUANT 5|7|QUANT 6|7|MOD 7|3|POBJ 8|2|PUNCT

PostQuantifier = PQ identifies a quantifier that follows rather than precedes its noun

phrase. This mostly occurs wittoth (we both tried it andall (they all gave up As with
POSTMOD, It 6s acceptable fintervenes betmeen thee nt e nt |
guantified noun and the PQ. The head of PQ is the noun it modifies.

*PAR: you should really both try to apologize .
%mor: pro:subjyou mod|should adv|real&dadj-LY gn|both v|try inf|to v|apologize .
%gra: 1|5|SUBJ 2|5|AUX 3|5|JCT 4|1|PQ 5|0|ROQOT 6|7|INF 7|5|COMP 8|5|PUNCT

It is not a problem thashouldandreally intervene betweeyou andboth here.both still
testoyoouas a PQ, since thatods the term it serve:

11.12CSUBJ, COBJ, CPOBJCPRED

Clausal SUBJect = CSUBJClausal OBJect = COBJ, Clausal Prepositioal OBJect

= CPOBJ, and Clausal PRED = CPREDare variations on the categories SUBJ, OBJ,
POBJ and PRED In each of these cases, the appropriate syntactic role is being
performed by an entire verbal clause (whicluldobe either finite or ncfinite) rather

than a noun phrase.

CSUBJ: The main verb of that clause, being the topmost element, is the one that will be
identified as CSUBJ, etc. From there, the clause ties to the rest of the sentence exactly as
its nonclausal equivalent would. Sthe head of CSUBJ, for example, is the verb for
which that clause acts as the subjétthis next examplahe entire clauskeroy getting

killed offis the subject which is ascribed the quality of beantgrrible ending Thus the

























































